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#### Abstract

The aim of this note is to give a simple construction of the Tribonacci sequences, namely they consist of the occurrences of letters in an infinite word obtained as the fixed point of the morphism $\theta$ defined by $\theta: a \rightarrow a b ; b \rightarrow a c ; c \rightarrow a$. The construction is combinatorial and admits a generalization to $k$-bonacci sequences.


## INTRODUCTION

Carlitz, Scoville and Hoggatt defined three sequences in connection with the representation of integers by Tribonacci numbers [3] (pp 48-49):

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $\ldots$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| $a$ | 1 | 3 | 5 | 7 | 8 | 10 | 12 | 14 | 16 | 18 | $\ldots$ |
| $b$ | 2 | 6 | 9 | 13 | 15 | 19 | 22 | 26 | 30 | 33 | $\ldots$ |
| $c$ | 4 | 11 | 17 | 24 | 28 | 35 | 41 | 48 | 55 | 61 | $\ldots$ |

The construction of the array is described as follows: "We begin by setting

$$
a(1)=1 ; b(1)=2 ; c(1)=4 ; a(2)=3,
$$

and fill the rest of the array by induction. Suppose that columns 1 to $n$ have been filled and also that $a(n+1)$ is known, then fill row $a$ to column $a(n+1)$ in increasing order with the first integers that have not appeared so far in the array. Then let $b(n+1)$ be the next integer that has not appeared; finally set $c(n+1)=a(n+1)+b(n+1)+n+1$."

The aim of this note is to give a different, perhaps simpler, construction of the Tribonacci sequences, which admits a natural generalization to $k$-bonacci sequences. Indeed, the sequences introduced by [3] are counted by the occurrences $A(n), B(n)$ and $C(n)$, respectively, of the letters $a, b$ and $c$ in the infinite word obtained by the iteration of the morphism $\theta: \Sigma^{*} \rightarrow \Sigma^{*}$, defined on $\Sigma=\{a, b, c\}$ by

$$
\begin{equation*}
\theta(a)=a b ; \quad \theta(b)=a c ; \quad \theta(c)=a . \tag{1}
\end{equation*}
$$

[^0]This morphism allows the construction of an infinite word having a linear complexity. More precisely, the number of factors of length $n$ is $2 n+1$. This combinatorial complexity has been widely studied and a detailed account can be found in the recent surveys by Ferenczi [5], and Ferenczi and Kása [6]. Such sequences have also a nice geometrical interpretation $[1,7]$.

Other authors (see [4] for instance) have studied the three term recurrence relation defining the Tribonacci numbers

$$
s_{0}=1, s_{1}=2, s_{2}=4, s_{n}=s_{n-1}+s_{n-2}+s_{n-3} \quad \forall n \geq 3
$$

They compute a combinatorial statistic, namely the covering number, which measures the covering of an infinite word by the occurrences without overlaps of a given factor. The Tribonacci numbers can also be computed from the iterates of $\theta$ as follows. First, observe that another way to construct the sequence $T$ is to define

$$
t_{0}=a, t_{1}=\theta(a)=a b, t_{2}=\theta^{2}(a)=a b a c, t_{n}=t_{n-1} \cdot t_{n-2} \cdot t_{n-3} \quad \forall n \geq 3
$$

Then, $t_{n}=\theta^{n}(a)$ and, translating these relations for length, one gets

$$
\left|t_{0}\right|=1,\left|t_{1}\right|=2,\left|t_{2}\right|=4,\left|t_{n}\right|=\left|t_{n-1}\right|+\left|t_{n-2}\right|+\left|t_{n-3}\right| \quad \forall n \geq 3
$$

and then $\left|\theta^{n}(a)\right|=n$-th Tribonacci number. Moreover, the Tribonacci numbers are also counted by the number of occurrences of the letters $a, b$ and $c$ in $\theta^{n}(a)$.

## 2. DEFINITIONS AND NOTATIONS

Let $\Sigma$ be a finite non-empty set called alphabet. The free monoid generated by $\Sigma$ is the set of words over $\Sigma$ and is denoted by $\Sigma^{*}$.

A word is a map $w: N \rightarrow \Sigma$, from the set $N$ of positive integers to the alphabet $\Sigma$, so that the $k$-th letter of $w$ is denoted $w[k]$. The empty word, which is the identity of $\Sigma^{*}$ is denoted by $\varepsilon$. For any word $w \in \Sigma^{*}$, a factor $f$ of $w$ is a word such that $w=x f y$ for some $x, y \in \Sigma^{*}$. When a factor $f$ of length $m$ occurs at the position $k$ in $w$ it is denoted by $f=w[k . . k+m-1]$.

The length of a word $w$ is denoted by $|w|$, and the number of occurences of a letter $x \in \Sigma$ in the word $w$ by $|w|_{x}$.

A morphism $\theta$ is a function $\theta: \Sigma^{*} \rightarrow \Sigma^{*}$ preserving concatenation, that is, $\theta(u \cdot v)=$ $\theta(u) \cdot \theta(v)$, for all $u, v \in \Sigma^{*}$. The length operator $\|: \Sigma^{*} \rightarrow N$ is a morphism of monoid since $|u . v|=|u|+|v|$ for all $u, v \in \Sigma^{*}$.
¿From here on, we consider the morphism $\theta$ defined by (1). This morphism admits the fixed point

$$
T=\theta^{\omega}(a)=a b a c a b a a b a c a b a b a c a b a a b a c a b \ldots .
$$

Defining $|\theta|: \Sigma^{*} \rightarrow N$ as the composition $\Sigma^{*} \xrightarrow{\theta} \Sigma^{*} \xrightarrow{| |} N$, this composition satisfies

$$
\begin{align*}
|\theta(p)| & =\sum_{k=1}^{m}|\theta(p[k])|  \tag{2}\\
& =|\theta(a)| \cdot|p|_{a}+|\theta(b)| \cdot|p|_{b}+|\theta(c)| \cdot|p|_{c} \\
& =2 \cdot|p|_{a}+2 \cdot|p|_{b}+1 \cdot|p|_{c},
\end{align*}
$$

for all $p \in \Sigma^{*}$, where $|p|=m$.
The coding $\phi_{a}: \Sigma \longrightarrow\{2,2,1\}$ defined by

$$
\begin{aligned}
& \phi_{a}: a \rightarrow|\theta(a)|=|a b|=2 \\
& b \rightarrow|\theta(b)| \\
& c \rightarrow|a c|=2 \\
& c \rightarrow|\theta(c)|=|a|=1
\end{aligned}
$$

defines the sequence

$$
S_{a}=\phi_{a}(T)=22212222221222221222222122 \ldots
$$

¿From this coding it follows that $\phi_{a}(p[k])=|\theta(p[k])|, \forall 1 \leq k \leq m$, and, substituting in (2) we have

$$
\begin{equation*}
\sum_{k=1}^{m} \phi_{a}(p[k])=2 \cdot|p|_{a}+2 \cdot|p|_{b}+1 \cdot|p|_{c} \tag{3}
\end{equation*}
$$

## 3. RESULTS

The fact that $T$ is a fixed point of $\theta$ permits the distance between a given letter and its image under $\theta$ to be computed. Moreover, the definition of $\theta$ shows strong synchronizing properties that are summarized in the following technical lemma.
Lemma 1: Let $T=p . u$, where $|p|=m$. Then the following properties hold.

1. $\sum_{k=1}^{m} S_{a}[k]=|\theta(p)|=2 \cdot|p|_{a}+2 \cdot|p|_{b}+|p|_{c}, \quad \forall m \geq 1$
2. $T[1+|\theta(p)|]=a$
3. $\bullet T[1+|p|]=a \Longleftrightarrow T\left[2+2 \cdot|p|_{a}+2 \cdot|p|_{b}+|p|_{c}\right]=b$
$\bullet T[1+|p|]=b \Longleftrightarrow T\left[2+2 \cdot|p|_{a}+2 \cdot|p|_{b}+|p|_{c}\right]=c$
$\bullet T[1+|p|]=c \Longleftrightarrow T\left[2+2 \cdot|p|_{a}+2 \cdot|p|_{b}+|p|_{c}\right]=a$
Proof: The first statement follows from the fact that $p$ is a prefix of $T$. Indeed $\phi_{a}(p[k])=$ $S_{a}[k]$ for all $1 \leq k \leq m$, and the conclusion is given by (3).

To establish the second statement write $T=p . x . u^{\prime}$ with $x \in \Sigma$.
¿From the definition of the morphism, $|\theta(p . x)|=|\theta(p)|+|\theta(x)|$. Using (2), the result follows from the fact that $\theta(x)[1]=a$ for all $x \in \Sigma$.

Finally, from the previous statement one has $T[1+|\theta(p . x)|]=T[1+|\theta(p)|+|\theta(x)|]=a$. Then if $x=a$ or $b, T[m+1]=x \Longleftrightarrow T[|\theta(p)|+2]=\theta(x)[2]$, and by (2), this prove the cases $x=a$ and $x=b$. If $T[m+1]=c$, then we easily have that $a=T[1+|\theta(p)|+|\theta(c)|]=$ $T[2+|\theta(p)|]$.

We proceed now with the computation of the occurrences of the letter $a$.
Proposition 2: The n-th occurence of the letter a in the sequence $T$ is at the position

$$
A(n)=1+\sum_{k=1}^{n-1} S_{a}[k] .
$$

Proof: Let $T=p . x . u$, where $|p|=n-1$ and $x \in \Sigma$. Then $T\left[1+\sum_{k=1}^{n-1} S_{a}[k]\right]=$ $T[1+|\theta(p)|]$ and by Lemma 1.2,

$$
T\left[1+\sum_{k=1}^{n-1} S_{a}[k]\right]=a
$$

It remains to prove that $\left|T\left[1 . .1+\sum_{k=1}^{n-1} S_{a}[k]\right]\right|_{a}=n$. The conclusion follows from the fact that $\theta(y)[1]=a$ and $\theta(y)[2] \neq a$ for all $y \in \Sigma$ and

$$
\begin{aligned}
\left|T\left[1 . .1+\sum_{k=1}^{n-1} S_{a}[k]\right]\right|_{a} & =|\theta(p) \cdot \theta(x)[1]|_{a} \\
& =|\theta(p)|_{a}+|\theta(x)[1]|_{a} \\
& =|\theta(p[1])|_{a}+\cdots+|\theta(p[n-1])|_{a}+|\theta(x)[1]|_{a} \\
& =n .
\end{aligned}
$$

Similar results are derived for the position of the letters $b$ and $c$. Indeed, the key point of the arguments above is that the letter $a$ is located at a synchronising position in the images by $\theta$ of all the letters in $\Sigma$. For the letters $b$ and $c$ we need to iterate the morphism $\theta$ in order to obtain that property:

$$
\begin{array}{rlrl}
\phi_{b}: a & \rightarrow\left|\theta^{2}(a)\right| & =|a b a c| & =4 \\
b & \rightarrow\left|\theta^{2}(b)\right| & =|a b a| & =3 \\
c \rightarrow\left|\theta^{2}(c)\right| & =|a b| & =2 \\
& & & \\
\phi_{c}: a \rightarrow\left|\theta^{3}(a)\right| & =|a b a c a b a| & =7 \\
b & \rightarrow\left|\theta^{3}(b)\right| & =|a b a c a b| & =6 \\
c \rightarrow\left|\theta^{3}(c)\right| & =|a b a c| & =4
\end{array}
$$

These coding yield respectively the following sequences

$$
\begin{aligned}
& S_{b}=\phi_{b}(T)=43424344342434342434434243 \ldots, \\
& S_{c}=\phi_{c}(T)=76747677674767674767767476 \ldots
\end{aligned}
$$

The occurences $B(n)$ and $C(n)$ of the letters $b$ and $c$ are given without proof (they are similar) in the next two propositions.
Proposition 3: The n-th occurence of the letter $b$ in the sequence $T$ is at the position

$$
B(n)=2+\sum_{k=1}^{n-1} S_{b}[k] .
$$

Proposition 4: The $n$-th occurence of the letter $c$ in the sequence $T$ is at the position

$$
C(n)=4+\sum_{k=1}^{n-1} S_{c}[k]
$$

Considering sequences as functions $N \rightarrow N$, the composition $A \circ B: N \xrightarrow{B} N \xrightarrow{A} N$ is denoted $A B$, and $A^{2}$ stands for $A \circ A$. The identity function is denoted by $I$.
Proposition 5: Let $A, B, C, I$ be the sequences defined above. The following relations hold:

$$
\begin{align*}
& C=I+A+B  \tag{4}\\
& B=A^{2}+1 \tag{5}
\end{align*}
$$

Proof: The first relation is obtained by direct verification involving formulas from proposition 2,3 and 4.

Since $T$ is a fixed point of the morphism $\theta$, the $n$-th $b$ is obtained from the image by $\theta$ of the $n$-th $a$. Then $\theta(T[1 . . A(n)])=T[1 . . B(n)]$ and $|T[1 . . B(n)]|_{a}=A(n)$. Therefore $B(n)=A(A(n))+1$.

The formulae (4) and (5) and the fact that $A \cup B \cup C=N$ is a partition of $N$ with monotonically increasing functions characterize completely the sequences $a(n), b(n)$ and $c(n)$ ([3], theorem 7). Therefore

$$
A(n)=a(n) ; B(n)=b(n) ; C(n)=c(n)
$$

Many relations can be obtained for $A, B$ and $C$ that are purely combinatorial properties of $T$. For instance

$$
A B=B A+1
$$

follows from the fact that (5) implies $B A+1=A^{3}+2$ and $A B=A\left(A^{2}+1\right)$. Using the Lemma 1.3 and the fixed point property of $T$, it follows that $A^{3}+2=A\left(A^{2}+1\right)$, as shown by the following diagram, where $\theta(\underline{\underline{b}})=\underline{\underline{a c}}$,

Another relation is $C=A B+1$. It is derived from the facts that a $c$ is always preceded by an $a$, that $\theta(T[1 . . B(n)])=T[1 . . C(n)]$ and that $|T[1 . . C(n)]|_{a}=B(n)$.

## 4. CONCLUDING REMARKS

Following the guidelines of the 3-letter case, similar results can be obtained for the $k$ bonacci morphism defined on a $k$-letter alphabet $\Sigma=\left\{a_{1}, a_{2}, \cdots, a_{k}\right\}$ :

$$
\begin{aligned}
& \psi: \quad a_{1} \rightarrow \\
& a_{1} \cdot a_{2} \\
& \vdots \\
& \\
& a_{k-1} \rightarrow \\
& a_{1} \cdot a_{k} \\
& a_{k} \rightarrow \\
& a_{1} .
\end{aligned}
$$

This construction presents many advantages. On one hand, it allows to code $k$ sequences by a single one, and, on the other hand, is easier to compute. Moreover it suggests that there exist partitions of the set of integers that can be described in this way, and this phenomenon will be described in a forthcoming paper.

## REFERENCES

[1] P. Arnoux and G. Rauzy. "Représentation Géométrique de Suites de Complexité $2 n+1$," Bull. Soc. Math. de France 119 (1991): 199-215.
[2] J. Berstel. Mot de Fibonacci, in Séminaire D'informatique Théorique du L.I.T.P., Paris (1980/1981) 57-78.
[3] L. Carlitz, R. Scoville and V.E. Hoggatt Jr. "Fibonacci Representations of Higher Order." The Fibonacci Quarterly 10 (1972): 43-69,94.
[4] N. Chekhova. Nombres de recouvrement, Thèse Doctorat, Un. Aix-Marseille II, 1997.
[5] S. Ferenczi. "Complexity of Sequences and Dynamical Systems." Discrete Mathematics 206 (1999): 145-154.
[6] S. Ferenczi and Z. Kása. "Complexity for Finite Factors of Infinite Sequences." Theoretical Computer Science 218 (1999): 177-195.
[7] G. Rauzy. "Nombres Algébriques et Substitutions." Bull. Soc. Math. France 110.2 (1982): 147-178.
[8] P. Séébold. "Fibonacci Morphisms and Sturmian Words." Theoretical Computer Science 88.2 (1991): 365-384.
[9] N.J. A. Sloane and S. Plouffe. The Encyclopedia of Integers Sequences, Academic Press, New York, 1995.

AMS Classification Numbers: 11B39


[^0]:    ${ }^{*}$ with the support of NSERC (Canada), and, G.N.C.S. - Istituto Nazionale dell'Alta Matematica (Italia).

