## the relation of the period modulo

 TO THE RANK OF APPARITION OF m IN THE FIBONACCI SEQUENCEjohn vinson, Aerojet-General Corporation, Sacramento, Calif.

The Fibonacci sequence is defined by the recurrence relation,
(1)

$$
u_{n+2}=u_{n+1}+u_{n}, \quad n=0,1,2
$$

and the initial values $u_{0}=0$ and $u_{1}=1$. Lucas [2, pp. 297-301] has shown that every integer, m, divides some member of the sequence, and also that the sequence is periodic modulo $m$ for every $m$. By this we mean there is an integer, $k$, such that

$$
\mathrm{u}_{\mathrm{k}+\mathrm{n}} \equiv \mathrm{u}_{\mathrm{n}}(\bmod \mathrm{~m}), \quad \mathrm{n}=0,1,2, \cdots
$$

Definition. The period modulo $m$, denoted by $s(m)$, is the smallest positive integer, $k$, for which the system (2) is satisfied.

Definition. The rank of apparation of $m$, denoted by $f(m)$, is the smallest positive integer, k , for which $\mathrm{u}_{\mathrm{k}} \equiv 0(\bmod m)$.

Wall [3] has shown that

$$
\begin{equation*}
u_{n} \equiv 0(\bmod m) \text { iff } \quad f(m)!n \tag{3}
\end{equation*}
$$

In particular, since $u_{s(m)} \equiv u_{0} \equiv 0(\bmod m)$ we have

$$
\begin{equation*}
\mathrm{f}(\mathrm{~m}) \mid \mathrm{s}(\mathrm{~m}) \tag{4}
\end{equation*}
$$

Definition. We define a function $t(m)$ by the equation $f(m) t(m)=s(m)$.
We note that $\mathrm{t}(\mathrm{m})$ is an integer for all m . The purpose of this paper is to give criteria for the evaluation of $t(m)$.

Now we give some results which will be needed later.

$$
\begin{equation*}
u_{n-1}^{2}=u_{n} u_{n-2}+(-1)^{n} \tag{5}
\end{equation*}
$$

This can be proved by induction, using the recurrence relation (1).
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$$
\begin{equation*}
u_{\mathrm{n}}=\frac{\alpha^{\mathrm{n}}-\beta^{\mathrm{n}}}{\alpha-\beta}, \text { where } \alpha=\frac{1+\sqrt{5}}{2} \text { and } \beta=\frac{1-\sqrt{5}}{2} \tag{6}
\end{equation*}
$$

This is the well-known "Binet formula." It gives a natural extension of the Fibonacci sequence to negative values of $n$. By using the relation $\alpha^{n} \beta^{n}=(-1)^{\mathrm{n}}$, we find

$$
\begin{equation*}
\mathrm{u}_{-\mathrm{n}}=(-1)^{\mathrm{n}+1} \mathrm{u}_{\mathrm{n}} \tag{7}
\end{equation*}
$$

From this we see that the recurrence (1) holds for the extended sequence.
By solving the system

$$
\begin{aligned}
\alpha^{k}-\beta^{k} & =(\alpha-\beta) u_{k} \\
\alpha \cdot \alpha^{k}-\beta \cdot \beta^{k} & =(\alpha-\beta) u_{k+1}
\end{aligned}
$$

for $\alpha^{\mathrm{k}}$ and $\beta^{\mathrm{k}}$, we obtain

$$
\alpha^{k}=u_{k+1}-\beta u_{k}=(1-\beta) u_{k}+u_{k-1}=\alpha u_{k}+u_{k-1}
$$

and

$$
\beta^{\mathrm{k}}=\mathrm{u}_{\mathrm{k}+1}-\alpha \mathrm{u}_{\mathrm{k}}=(1-\alpha) \mathrm{u}_{\mathrm{k}}+\mathrm{u}_{\mathrm{k}-1}=\beta \mathrm{u}_{\mathrm{k}}+\mathrm{u}_{\mathrm{k}-1}
$$

Then

$$
(\alpha-\beta) u_{n k+r}=\alpha^{n k+r}-\beta^{n k+r}=\left(\alpha u_{k}+u_{k-1}\right)^{n_{\alpha} r}-\left(\beta u_{k}+u_{k-1}\right)^{n} \beta^{r}
$$

By expanding and recombining we get (for $n \geq 0$ )

$$
u_{n k+r}=\sum_{j=0}^{n}\binom{n}{j} u_{k}^{j} u_{k-1}^{n-j} u_{r+j}
$$

Now if we set $k=f(m)$, we find

$$
\begin{equation*}
u_{n f(m)+r} \equiv u_{f(m)-1}^{n} u_{r}(\bmod m) \tag{8}
\end{equation*}
$$

We note that this is valid for negative as well as non-negative integers, $r$.
Lemma 1. $t(m)$ is the exponent to which $u_{f(m)-1}$ belongs (mod m).
Proof: Suppose $u_{f(m)-1}^{n} \equiv 1(\bmod m)$. Then from (8) we have $u_{n f(m)+r}$ $\equiv u_{r}(\bmod m)$ for all r. It follows from the definition of $s(m)$ that $s(m) \leq n f(m)$ and thus $u_{f(m)-1}^{n} \equiv 1(\bmod m)$ implies $t(m)=s(m) / f(m) \leq n$.

Now we set $r=1$ and $n=t(m)$ in (8) to obtain

$$
\mathrm{u}_{\mathrm{f}(\mathrm{~m})-1}^{\mathrm{t}(\mathrm{~m})} \equiv \mathrm{u}_{\mathrm{t}(\mathrm{~m}) \mathrm{f}(\mathrm{~m})+1} \equiv \mathrm{u}_{\mathrm{s}(\mathrm{~m})+1} \equiv \mathrm{u}_{1} \equiv 1(\bmod \mathrm{~m})
$$

Thus $t(m)$ is the smallest positive $n$ for which $u_{f(m)-1}^{n} \equiv 1(\bmod m)$, that is, $u_{f(m)-1}$ belongs to $t(m)(\bmod m)$.

Theorem 1. For $m>2$ we have
i) $t(m)=1$ or 2 if $f(m)$ is even, and
ii) $t(m)=4$ if $f(m)$ is odd.

Also, $t(1)=t(2)=1$. Conversely, $t(m)=4$ implies $f(m)$ is odd, $t(m)=2$ implies $f(m)$ is even, and $t(m)=1$ implies $f(m)$ is even or $m=1$ or 2 .

Proof. The cases $m=1$ and $m=2$ are easily verified. Now suppose $m>2$ and set $n=f(m)$ in (5) to get

$$
u_{f(m)-1}^{2} \equiv u_{f(m)} u_{f(m)-2}+(-1)^{f(m)} \equiv(-1)^{f(m)}(\bmod m)
$$

If $f(m)$ is even we have $u_{f(m)-1}^{2} \equiv 1(\bmod m)$, and $\left.i\right)$ follows from Lemma 1 .
If $f(m)$ is odd we have $u_{f(m)-1}^{2} \equiv-1(\bmod m)$, and since $m>2, u_{f(m)-1}^{2}$ $\neq 1(\bmod m)$. This implies $u_{f(m)-1} \neq \pm 1(\bmod m)$ and then

$$
u_{f(m)-1}^{3} \equiv u_{f(m)-1}^{2} u_{f(m)-1} \equiv-u_{f(m)-1} \neq \pm 1(\bmod m) .
$$

Finally, $u_{f(m)-1}^{4} \equiv\left(u_{f}^{2}(m)-1\right)^{2} \equiv(-1)^{2} \equiv 1(\bmod m)$ and, by Lemma $1, \quad t(m)=4$.
The converse follows from the fact that the cases in the direct statement of the theorem are all inclusive.

Theorem 2. Let p be an odd prime and let e be any positive integer. Then
i) $\mathrm{t}\left(\mathrm{p}^{\mathrm{e}}\right)=4$ if $2 \backslash \mathrm{f}(\mathrm{p})$,
ii) $t\left(p^{e}\right)=1$ if $2 \mid f(p)$ but $4 \ell f(p)$,
iii) $t\left(p^{e}\right)=2$ if $4 \mid f(p)$, and
iv) $t\left(2^{\mathrm{e}}\right)=2$ for $\mathrm{e} \geq 3$ and $\mathrm{t}(2)=\mathrm{t}\left(2^{2}\right)=1$.

Conversely, if $q$ represents any prime, then $t\left(q^{e}\right)=4$ implies $f(q)$ is odd, $t\left(q^{e}\right)=2$ implies $4 \mid f(q)$ or $q=2$ and $e \geq 3$, and $t\left(q^{e}\right)=1$ implies $2 \mid f(q)$ but $4 \chi \mathrm{f}(\mathrm{q})$ or $\mathrm{q}^{\mathrm{e}}=2$ or 4 .

Proof. Wall [3, p. 527] has shown that if $p^{n+1} \nmid u_{f\left(p^{n}\right)}$, then $f\left(p^{n+1}\right)=p f\left(p^{n}\right)$. It follows by induction that $f\left(p^{e}\right)=p^{k} f(p)$, where $k$ is some non-negative integer. We emphasize that $f\left(p^{e}\right)$ and $f(p)$ are divisible by the same power of 2 , since this fact is used several times in the sequel without further explicit reference.

In case i$), \mathrm{f}\left(\mathrm{p}^{\mathrm{e}}\right)$ is odd and the result is given by setting $\mathrm{m}=\mathrm{p}^{\mathrm{e}}$ in Theorem 1 .
In cases ii) and iii), $f\left(p^{e}\right)$ is even and we may set $m=p^{e}, n=1$, and $r=\frac{1}{2} f\left(p^{e}\right)$ in (8) to get

$$
u_{\frac{1}{2} f\left(p^{e}\right)} \equiv u_{f\left(p^{e}\right)-1} u_{-\frac{1}{2} f\left(p^{e}\right)} \quad\left(\bmod p^{e}\right)
$$

which, in view of (7), is the same as

$$
u_{f\left(p^{e}\right)-1} u_{\frac{1}{2} f\left(p^{e}\right)} \equiv(-1)^{\frac{1}{2} f\left(p^{e}\right)+1} u_{\frac{1}{2} f\left(p^{e}\right)} \quad\left(\bmod p^{e}\right)
$$

 $\mathrm{f}(\mathrm{p}) \times \frac{1}{2} \mathrm{f}(\mathrm{pe})$. Then from (3) we have $\mathrm{p} \backslash \mathrm{u}_{\frac{1}{2} \mathrm{f}\left(\mathrm{p}^{\mathrm{e}}\right) \text {, so that we may divide the above }}$ congruence by $\mathrm{u}_{\frac{1}{2}} \mathrm{f}(\mathrm{pe})$. We get

$$
u_{f(p e)-1} \equiv(-1)^{\frac{1}{2} f\left(p^{e}\right)+1} \quad\left(\bmod p^{e}\right)
$$

Now in case ii), $\quad \frac{1}{2} f(p)$ is odd and so is $\frac{1}{2} f\left(p^{e}\right)$, and the last congruence gives $u_{f(\mathrm{pe})-1} \equiv 1(\bmod \mathrm{pe})$ and thus, by Lemma $1, \mathrm{t}\left(\mathrm{p}^{\mathrm{e}}\right)=1$.

In case iii) the congruence becomes

$$
\mathrm{u}_{\mathrm{f}\left(\mathrm{p}^{\mathrm{e}}\right)-1} \equiv-1 \quad\left(\bmod \mathrm{p}^{\mathrm{e}}\right)
$$

since

$$
\frac{1}{2} \mathrm{f}(\mathrm{p}) \quad \text { and } \quad \frac{1}{2} \mathrm{f}\left(\mathrm{p}^{\mathrm{e}}\right)
$$

are both even. Then

$$
\mathrm{u}_{\mathrm{f}(\mathrm{pe})-1}^{2} \equiv 1\left(\bmod \mathrm{p}^{\mathrm{e}}\right)
$$

and by Lemma 1 again, $t\left(\mathrm{p}^{\mathrm{e}}\right)=2$.

In case iv) we can easily verify $t(2)=t\left(2^{2}\right)=1$. That $t\left(2^{e}\right)=2$ for $e \geq 3$ follows from results given by Carmichael [1, p. 42] and Wall [3, p. 527]. These results are, respectively:
A. Let $q$ be any prime and let $r$ be any positive integer such that $(q, r)=1$. If $q^{\lambda} \mid u_{n}$ and $q^{\lambda+1} \nmid u_{n}$, then $q^{\lambda+a} \mid u_{n r q a}$ and $q^{\lambda+a+1} \nmid u_{n r q a}$ except when $q=2$ and $\lambda=1$.
B. Let $q$ be any prime and let $\lambda$ be the largest integer such that $s\left(q^{\lambda}\right)$ $=s(q)$. Then $s\left(q^{e}\right)=q^{e-\lambda} s(q)$ for $e^{\stackrel{\Delta}{>}} \lambda$.

The hypotheses of A. are satisfied by $q=2, \lambda=3$, and $n=f\left(2^{3}\right)$, and we find that $2^{3+\mathrm{a}} \mid \mathrm{u}_{\mathrm{kf}\left(2^{3}\right)}$ iff $\left.2^{\mathrm{a}}\right|_{\mathrm{k}}$. It follows from (3) that $\mathrm{f}\left(2^{3+\mathrm{a}}\right)$ must be a multiple of $f\left(2^{3}\right)$, hence $f\left(2^{3+a}\right)=2^{a} f\left(2^{3}\right)$. Since $f\left(2^{3}\right)=2 f(2)$ we have $f\left(2^{e}\right)=2^{e-2} f(2)$ for $e \geq 3$. Now set $q=2$ and $\lambda=1$ in B. We get $s\left(2^{e}\right)=2^{e-1} s(2)$. Thus for $\mathrm{e} \geq 3$ we have

$$
\mathrm{t}\left(2^{\mathrm{e}}\right)=\frac{\mathrm{s}\left(2^{\mathrm{e}}\right)}{\mathrm{f}\left(2^{\mathrm{e}}\right)}=\frac{2^{\mathrm{e}-1} \mathrm{~s}(2)}{2^{\mathrm{e}-2_{f(2)}}}=2 .
$$

The converse follows from the fact that the cases in the direct statement of the theorem are all inclusive. This completes the proof.

Now we give a lemma which is needed in the proof of the next theorem.
Lemma 2. If m has the prime factorization
i) $\mathrm{s}(\mathrm{m})=\underset{1 \leq \mathrm{i} \leq \mathrm{n}}{\text { l.c. }} . \quad\left\{\mathrm{s}\left(\mathrm{q}_{\mathrm{i}}^{\alpha_{\mathrm{i}}}\right)\right\}$, and
ii) $f(m)=\underset{1 \leq i \leq n}{l . c . m} \quad\left\{f\left(q_{i}^{\alpha_{i}}\right)\right\} \quad$.

Wall has given i). The proof of ii) is as follows: Since the $q_{i}^{\alpha_{i}}$ are pairwise relatively prime, $m \mid u_{k}$ is equivalent to $q_{i}^{\alpha_{i}} \mid u_{k}(i=1,2, \cdots, n)$, which, by (3), is equivalent to $f\left(q_{i}^{\alpha_{i}}\right) \mid k(i=1,2, \cdots, n)$. The smallest positive $k$ which satisfies these conditions is

$$
\mathrm{k}=\underset{1 \leq \mathrm{i} \leq \mathrm{n}}{\operatorname{l.c} . m .}\left\{\mathrm{f}\left(q_{\mathrm{i}}^{\alpha_{\mathrm{i}}}\right)\right\}
$$

which, according to the definition of $f(m)$, gives the desired result.

Theorem 3. We have
i) $t(m)=4$ if $m>2$ and $f(m)$ is odd.
ii) $t(m)=1$ if $8 \nmid m$ and $2 \mid f(p)$ but $4 \nmid f(p)$ for every odd prime, $p$, which divides $m$, and
iii) $t(m)=2$ for all other $m$.

Proof: From what has already been given in Theorem 1, we see that it suffices to show that the conditions given here in ii) are both necessary and sufficient for $\mathrm{t}(\mathrm{m})=1$. Let m have the prime factorization $\mathrm{m}=q_{1}^{\alpha_{1}} q_{2}^{\alpha_{2}} \quad q_{\mathrm{n}}^{\alpha_{n}}$ and set

$$
\mathrm{f}\left(q_{\mathrm{i}}^{\alpha_{i}}\right)=2^{\gamma_{i}} \mathrm{~K}_{\mathrm{i}} \quad(\mathrm{i}=1,2, \cdots, \mathrm{n})
$$

where the $K_{i}$ are odd integers. By Theorem 1, we may set

$$
\mathrm{t}\left(\mathrm{q}_{\mathrm{i}}^{\alpha_{i}}\right)=2^{\delta_{\mathrm{i}}} \quad(\mathrm{i}=1,2, \cdots, \mathrm{n}) \quad \text { where } \delta_{\mathrm{i}}=0,1 \text {, or } 2 .
$$

Then $s\left(q_{i}^{\alpha_{i}}\right)=f\left(q_{i}^{\alpha_{i}}\right) t\left(q_{i}^{\alpha_{i}}\right)=2^{\gamma_{i}+\delta_{i}} K_{i}(i=1,2, \cdots, n)$. From Lemma 2 we have, where K is an odd integer,

$$
\begin{aligned}
& s(m)=\underset{1 \leq i \leq n}{l . c . m} \quad\left\{s\left(q_{i}^{\alpha}\right)\right\}=2^{\max \left(\gamma_{i}+\delta_{i}\right)_{K},} \\
& f(m)=\underset{1 \leq i \leq n}{l . c . m} \quad f\left(q_{i}^{\alpha}\right)=2^{\max _{i} \gamma_{i}} \text {, and } \\
& \mathrm{t}(\mathrm{~m})=\mathrm{s}(\mathrm{~m}) / \mathrm{f}(\mathrm{~m})=2^{\max \left(\gamma_{\mathrm{i}}+\delta_{\mathrm{i}}\right)-\max \gamma_{\mathrm{i}}}
\end{aligned}
$$

Now suppose $t(m)=1$. Then $\max \left(\gamma_{i}+\delta_{i}\right)=\max \gamma_{i}$. Let $\gamma_{k}=\max \gamma_{i}$. We have

$$
\gamma_{\mathrm{k}} \leq \gamma_{\mathrm{k}}+\delta_{\mathrm{k}} \leq \max \left(\gamma_{\mathrm{i}}+\delta_{\mathrm{i}}\right)=\max \gamma_{\mathrm{i}}=\gamma_{\mathrm{k}},
$$

and thus $\delta_{\mathrm{k}}=0$ and $\mathrm{t}\left(\mathrm{q}_{\mathrm{k}}^{\alpha \mathrm{k}}\right)=2^{\delta_{\mathrm{k}}}=1$. It follows from Theorem 2 that $4 \nmid \mathrm{f}\left(\mathrm{q}_{\mathrm{k}}^{\alpha}\right)$, that is, that $\gamma_{k} \leq 1$. Then for all $i$,

$$
\delta_{\mathrm{i}} \leq \max \left(\gamma_{\mathrm{i}}+\delta_{\mathrm{i}}\right)=\max \gamma_{\mathrm{i}}=\gamma_{\mathrm{k}}^{\prime} \leq 1
$$

Furthermore, $\delta_{i}=1$ is impossible, for $\delta_{i}=1$ is the same as $t\left(q_{i} \alpha_{i}\right)=2$ which implies, by Theorem 2, that $2 \mathrm{f}\left(\mathrm{q}_{\mathrm{i}}^{\alpha_{i}}\right)$ and thus $\gamma_{i} \geq 1$. Then we would have
$\gamma_{i}+\varepsilon_{i} \geq 2$, which is contrary to $\max \left(\gamma_{i}+\delta_{i}\right) \leq 1$. Thus for all $i, \delta_{i}=0$ and $t\left(q_{i}^{\alpha_{i}}\right)=2^{\delta_{i}}=1$, which, by Theorem 2, is equivalent to the conditions given in ii).

Now suppose, conversely, that the conditions given in ii) are satisfied, which, as we have just seen, is equivalent to the condition $t\left(q_{i}{ }_{i}\right)=1$ for all i. Then

$$
s\left(q_{i}^{\alpha} i\right)=f\left(q_{i}^{\alpha_{i}}\right) t\left(q_{i}^{\alpha_{i}}\right) \quad \text { for all i. }
$$

Then Lemma 2 gives

$$
s(m)=\underset{1 \leq i \leq n}{\text { l.c.m. }}\left\{s\left(q_{i}^{\alpha_{i}}\right)\right\}=\begin{aligned}
& \text { l.c.m. } \\
& 1 \leq i \leq n
\end{aligned} \quad\left\{f\left(q_{i}^{\alpha_{i}}\right)\right\}=f(m)
$$

and thus $\mathrm{t}(\mathrm{m})=\mathrm{s}(\mathrm{m}) / \mathrm{f}(\mathrm{m})=1$.
Our last theorem is of rather different character. Once again, we need a preliminary lemma.

Lemma 3. Let p be an odd prime. Then
i) $f(p) \mid(p-1)$ if $p \equiv \pm 1(\bmod 10)$,
ii) $f(p) \mid(p+1)$ if $p \equiv \pm 3(\bmod 10)$,
iii) $s(p) \mid(p-1)$ if $p \equiv \pm 1(\bmod 10)$, and
iv) $\mathrm{s}(\mathrm{p}) \nmid(\mathrm{p}+1)$ but $\mathrm{s}(\mathrm{p}) \mid 2(\mathrm{p}+1)$ if $\mathrm{p} \equiv \pm 3(\bmod 10)$.

Lucas [2, p. 297] gave the following result:

$$
\mathrm{p} \mid u_{p-1} \text { if } p \equiv \pm 1(\bmod 10) \text { and } p \mid u_{p+1} \text { if } p \equiv \pm 3(\bmod 10) .
$$

We get i) and ii) by applying (3) to this result. Wall [3, p. 528] has given iii) and iv).
Theorem 4. Let p be an odd prime and let e be any positive integer. Then
i) $t\left(\mathrm{p}^{\mathrm{e}}\right)=1$ if $\mathrm{p} \equiv 11$ or $19(\bmod 20)$,
ii) $t\left(p^{e}\right)=2$ if $p \equiv 3$ or $7(\bmod 20)$,
iii) $t\left(p^{e}\right)=4$ if $p \equiv 13$ or $17(\bmod 20)$, and
iv) $t\left(p^{e}\right) \neq 2$ if $p \equiv 21$ or $29(\bmod 40)$.

Proof: Theorem 2 shows that $t\left(p^{e}\right)$ is independent of the value of $e$, hence is sufficient to consider $e=1$ throughout the proof.

If follows from the definition of $f f(p)$ that $p \nmid u_{f(p)-1}$ so that by Fermat's theorem,

$$
\mathrm{u}_{\mathrm{f}(\mathrm{p})-1}^{\mathrm{p}-1} \equiv 1(\bmod \mathrm{p})
$$

Then, since $u_{f(p)-1}$ belongs to $t(p)(\bmod p)$, it follows that $t(p) \mid(p-1)$. Now if $p \equiv 3(\bmod 4)$ we have $4 \ell(p-1)$ and thus $t(p) \neq 4$.
i) Here $\mathrm{p} \equiv 3(\bmod 4)$ so $\mathrm{t}(\mathrm{p}) \neq 4$. Suppose $\mathrm{t}(\mathrm{p})=2$. Then, by Theorem 2 , $4 \mid f(p)$. Now $p \equiv \pm 1(\bmod 10)$ and, by Lemma $3 i), f(p)(p-1)$ and thus $4 \mid(p-1)$. But this is impossible when $p \equiv 3(\bmod 4)$, hence $t(p) \neq 2$ and we must have $\mathrm{t}(\mathrm{p})=1$.
ii) Again $\mathrm{p} \equiv 3(\bmod 4)$ and $\mathrm{t}(\mathrm{p}) \neq 4$. Also $\mathrm{p} \equiv \pm 3(\bmod 10)$ and it follows from Lemma 3 that $s(p) \neq f(p)$ and $t(p)=s(p) / f(p) \neq 1$. Hence $t(p)=2$.
iii) We have just seen that $t(p) \neq 1$ when $p \equiv \pm 3(\bmod 10)$, which is here the case. Also, $f(p) \mid(p+1)$. Now $p \equiv 1(\bmod 4)$ so that $4 \nmid(p+1)$ and thus $4 \nmid f(p)$, and it follows from Theorem 2 that $t(p) \neq 2$. Hence $t(p)=4$.
iv) Suppose $t(p)=2$. Then by Theorem 2, $4 \mid f(p)$ and thus $8 \| s(p)$ (since $s(p)$ $=t(p) f(p)=2 f(p))$. Furthermore, $s(p) \|(p-1)$ since $p \equiv \pm 1(\bmod 10)$. Then $t(p)=2$ implies $8 \mid(p-1)$. But we have $p-1 \equiv 20$ or $28(\bmod 40)$ which gives $p-1 \equiv 4(\bmod 8)$, so that $8 \mid(p-1)$ is impossible. Hence $t(p) \neq 2$.

We naturally ask if anything more can be said about $t\left(p^{e}\right)$ for $p \equiv 1,9,21$, $29(\bmod 40)$. The following examples show that the theorem is "complete":

$$
\begin{aligned}
& \mathrm{p} \equiv 1(\bmod 40): \quad \mathrm{t}(521)=1, \quad \mathrm{t}(41)=2, \quad \mathrm{t}(761)=4 . \\
& \mathrm{p} \equiv 9(\bmod 40): \quad \mathrm{t}(809)=1, \quad \mathrm{t}(409)=2, \quad \mathrm{t}(89)=4 . \\
& \mathrm{p} \equiv 21(\bmod 40): \quad \mathrm{t}(101)=1, \quad \mathrm{t}(61)=4 . \\
& \mathrm{p} \equiv 29(\bmod 40): \quad \mathrm{t}(29)=1, \quad \mathrm{t}(109)=4 .
\end{aligned}
$$

Now we might ask whether there is a number, m, for which $t\left(p^{e}\right)$ is always determined by the modulo $m$ residue class to which $p$ belongs. The answer to this question is not known. We note that the principles upon which the proof of Theorem 4 is based are not applicable to other moduli.
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