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1. INTRODUCTION 

Let W0, Wj, p ^ 0, and q f 0 be a r b i t r a r y r ea l n u m b e r s , and 
define 

(1.1) W n + 2 = p W n + 1 - qW n , p2 - 4q ^ 0, (n = 0, 1, . . . ) , 

(1.2) U n = (A11 - B n ) / ( A - B) (n = 0, 1, • • • ) , 

(1.3) V = A n + B n , V = V /qR, n • -n n ' ^ ' (n = 0, 1, - . ) , 

where A ^ B a r e roo t s of y2 - py + q = 0. Car l i tz [ l , p . 132 (6)] , us ing 

a well-known resu l t for l i nea r t r ans format ions of a quadra t ic fo rm, has given 

a c losed form for the c l a s s of de te rminan t s 

(1.4) W1^ 
n+r+s 

( r , s = 0, 1, . . . , k) 

As a f i r s t general izat ion of (1.4), we will show that for m = 1 , 2 , • • • , 
and n0 = 0, 1, • • • , 

(1.5) m(n+r+s)+n0 
( r , s = 0, 1, • • • , k) 

k 
= (_1 }(k+l)(k/2) e q (mn+n0)(k+l)(k/2)+(mk/3)(k2- l ) # n / k \ 

3=0 

(Wi - PWQWJ + qWo) 
fc+l)k/2. n n 2 ( k + l - i ) 

m i 
i= l 

350 
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For m = 1 and n0 = 0, Eq. (1.5) gives the main result (1.4) of [ l ] . As in 
[l] 5 our proof of (1.5) will require the following known result for quadratic 

forms (e .g . , see [2, pp. 127-128]): 
Lemma 1. Let a quadratic form 

n n 
E z2 Q>..x.x. (a.. = a..) 

i ] i J i j j i 
1=1 j=l 

be transformed by a linear transformation 

n 

k=l 

to 

n n 
E E c.Y.Y. (a. = c.) 
i=l j=l 

Then 

(1.6) K-I = 1 ^ 1 - ^ 1 tt.J = 1.2.....I1) 

2. STATEMENT OF THEOREM 1 

We note that (1.5) is a special case of Theorem 1* 
Theorem 1. Let W , n = 09 1, 8e% satisfy (1*1 

are the roots of y2 - py + q = 0. Let m,k = 1, 2, • • • , and define 
Theorem 1. Let W , n = 0, 1, ••• , satisfy (1.1), where A £ B ^ 0 

(2.D P n = n w m n + n a, = 0 . 1 , . . . ) . 
i=i 
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where n., i = 1, 2, • • • , k, are arbitrary integers or zero. Let N, = nj 
+ n2 + • • • + n , . Then, with. u + 1 as the row index and v + 1 as the column 
index, we have 

(2.2) n w 
i=l 

m(n+u+v)+n. ( u , v = 0, 1, *•• , k) 

= ( - 1 ) fe+l )k /2 # qmn(k+l)(k/2)+(mk/3)(k2-l) o f ] Q 

r=0 

. (wl - pwow, + qw2
0)(k+1)k/2 n u^ f 1 " " , 

mi 
i= l 

Nk with C0 = A , 

(2.3) 
N, -S(j ,r) G / . v 

E A k B S ( J ' r ) (r = 1, 2, - . . , k) , 

3=1 

(2.4) S(j,r) = n P + n2
(i) + n3

(j) + . . . + n j* H = 1, 2, ••• , Q j , 

where, for each j , S (j, r ) , as the sum of r integers, n/** , i = 1,2, ••• , 
r , represents one of the ( J combinations obtained by choosing r num-
bers from the k numbers, nl9 n2, n3, ••• , % . 

Remarks. If n. = n0, i = 1, 2, • • • , k, then N^ = kn0, S(j,r) = rn0, 
and 

C r = / k \ A ( k - r ) n 0 B r n 0 ^ 

Since AB = q, we have 
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n c r = q
n»<k+1>k/2 • n ft) , 

r=0 j=0 ^ ' 

and thus (2.2) gives (1.5) as a special case. 
For the case rij = n2 = • • • = n, - = d and n, ^ df it is readily seen 

that 

C = fk " A A (k-r )d B ( r~l )d+n k + /k - l\ A (k-r- l )d+nk Brd ^ 

As a footnote to Theorem 1, we have 
Lemma 2. For r < k - r , r = 0, 1, • • • , we have 

(k) 

<2'5) C r C k- r = Vrjq + ^ i- q ' V2S(j,r)-2S(i,r) 
j=2 i=l 

Thus, 

k (k-l)/2 
II cr = n 

r=0 r=0 
(2.6) II C r = n C r C k r (k = 1, 3, 5, . . - ) , 

k (k-2)/2 
(2.7) n C r = C k / 2 • n CrCk_r (k = 2, 4, 6, •••) , 

r=0 r=0 

where 

(2-8) C k / 2 = £ q S ( J ' k / 2 ) - VN 2 s ( j ? k / 2 ) (k = 2 , 4 , 6, . . . ) . 
j=l k 
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Proof of Lemma 2. Since AB = q, we obtain from (2.3), 

G) X ' qn r\ N -2S(j,r) 
Cr = £ qS(j,r) • A k 

Noting that a choice of r numbers from k numbers leaves a complement 
choice of k - r numbers, we have from (2.3) 

(k) ft 
W N.-S(j,k-r) S(j,k-r) W s(j ,r) N.-S(j .r) 

(2.9) C k _ r = £ A * B = Z A B k 

( * ) , . N.-2S(i,r) 
= £ qS*1'1' . B

 k 

i=l 

In forming the product C C. , we note that ( ) product pairs have equal 
i and j indices and the same value q K For the cross products with i / 
j , we combine those pairs having the same values of i and j , noting that 

S ( ] , P ) Nk-2S(j,r) S(i,r) N. -2Sa, r ) S(i,r) N -2S(i,r) S(j,r) N -2S(j,r) 
q A • q B + q A . q B 

S(i,r)-S(j,r)+N^ 
" " ' ^ ( j . r ^S f t . r ) = q V „ 

Set k = 2r in (2*3)w Since a choice of r numbers from a set of 2r 
numbers leaves another set of r numbers, we may again pair off related 
terms of the sum in (2„3)0 Since 

N9 -S(j,r) S(j,r) S(j,r) N -S(j,r) S(j,r) 
A B + A B " * V N 2 r -2S ( j , r ) 
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and 

(?) -» (2v *) , 
we obtain (2.8) from (2.3) with r = k/2. 

3. PROOF OF THEOREM 1 

Since A f B9 the general solution to (1.1) is 

Wn = aAn + bBn, n = 09 1, - - , 

where a and b are arbitrary constants whose values satisfy W0 = a + b 
and Wi = aA + bB. We readily find that (B - A)a = W0B - Wt and (B - A)b 
= Wi - AW0. Since A + B = p and AB = q9 we have that 

(3.1) (A - B)2ab = -(wf - pW0Wi + qW(>) -

We observe that 

k k 
(3.2) P n •= n W ^ ^ = £ K ( B m ( k " 3 ) A m J ) n (n = 0, 1, •••) , 

i=i i j=o 

where K., j = 09 19
 o 8 e

9 k 9 denote arbitrary constants independent of n, 
The quadratic form 

r,s=0 r,s=0 j=0 

k k. 
(3.3) = £ K . ( B m ( k - j ) A m j ) n £ A m J ( r + s ) B m ( k - j ) ( r + s ) y ^ 

j=0 r,s=0 

z 
k 

= i:K.(Bm ( k- j )Am j)nx| , 
j=0 
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where 

(3.4) x j = E ( A m j B m ( k - j ) ) r Y r (j = 0, 1, • • - , k) . 
r=0 

Thus, by means of the linear transformation (3.4), we have reduced Q to a 
diagonal form. If M denotes the determinant of the linear transformation 
(3.4), it follows from Lemma 1 (see (1.6)), that 

(3.5) 

where 

P 
n+r+s 

k n k 

= M*. 11 K . C ^ ^ ^ A ^ ) = M2« q ^ ( k + l ) k / 2 . n K f 
J J 

j=0 j=0 

(3.6) M = | ( A m J B m ( k - » ) r | (J,r = 0, 1, . . . , k ) , 

is a Vandermonde determinant. 
We find now that 

k-1 k 
M = H ( A m r B m ( k - r ) - A m j B m ( k ^ ) = 0 n A m j B m ( k - r ) ( A - B ) U m ( r 

0£j<rgk j=0 r=j+l 

k-1 k-j 
= (A - B ) k ( k + 1 ) / 2 . n TI AmiBm^'B)T3 

ms 
j=0 s=l 

(3.7) 
k-1 k-1 k-i 

= (A - B ) k ( k + 1 ) / 2 . H AmJfc-J)Bm(k-J)0c-J-l)/2. n n n 
ms 

j=0 i=0 s=l 
k 

= (A - B ) k ( k + 1 ) / 2 . q iaktf -W/e . „ ^ 1 - 1 . 
i=l 
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We proceed now to evaluate 

k 

n K, 
3 

3=o 

of (3,5). From (3.2) we have 

( 3 ' 8 ) n Wxnn+n. = B ^ • Z K. ((A/B)11"1 ) J , 
i=l 1 j=0 

which is a polynomial in the variable (A/B) . Since W = aA + bB , we 
have 

Wxnn+n = B ^ ^ V E ) ™ + VB*1 ) , 
i 

and thus 

k k n 
( 3 ' 9 ) n Wmn+n = ^ * ^1 (aA W E ) 1 ™ 1 + bB*1) 

i=l i i=l 

N k 

= B n , k n a k . A k . n ( (A/B)m n + (b/aXB/A)^) . 
i=l 

Recalling the definition of the elementary symmetric functions of the roots of 
a polynomial, we concludes after comparing (3.8) and (3.9), that (see (2«3)) 

N W r n i j > 

(3.10) Kr = a k . A k . ( - l ) r . I ] ( - b / a ) r H (B/A) ' S = a k _ r b r C r 

j=l s=l (r = 0 , V ik) . 
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Using (3.1), we obtain from (3.10) 

k k 
n K = (ab)k(k+1) /2 n c 

r r 
r=0 r=0 

(3.11) k 

= WW+I)/*^ _ Brk(k+l)(w2 _ ^ ^ + qW2o)k(k+l)/2 „ ^ 

r=0 

Thus, (3.5), with the use of (3.7) and (3.11), gives the desired result, (2.2). 

4. THE CASE p2 - 4q = 0 

In [l] , Carlitzgave an alternate proof of (1.4) for the case p2 - 4q = 0. 
Although (1.4) was proved for the case p2 - 4q ^ 0, the two results are 
shown to be the same for the case p2 - 4q = 0. 

In the derivation of (2.2), we assumed that p2 - 4q ^ 0. It can be 
shown (by a repetition of the argument in [l] ) that (2.2) is also valid for the 
case p2 - 4q = 0, where now U = n(p/2) " , and W = (a + bn) (p/2)n, 
with a = W0 and pb = 2Wt = pW0, Since A = B = p /2 , we obtain from 
(2.3) that 

cr - (iK* • 
Moreover, we have 

n ujf+l-i) = „ (mi)2(k+l-i)(p/2)2(mi-l)(k+l--i) 
i=l i=l 

k 
= m k ( k + 1 ) - (p /2 )k(kH-l)(mk+2m-3)/3. n ( r | ) 2 ̂  

r=0 

and 
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k N 

n (i)(n)« = (k.)k+1. 
r=0 

Thus, from Theorem 1, we obtain the simplified result 
Theorem 2 

m(n+r+s)+n. {• 
II (a + bn. + bm(n + r + s)) (p/2) 1 

i=l 
( r , s = 0 , 1 , - . . ,k) 

nr+iHr/9 (k+l)(k(mn+l)+(2/3)mk(k--l)+(k/3)(mk+2m--3)+N, ) 
(4.1) = ( - l ) ( k + W i * (p/2) k 

/ u ,k(k+l) /T, vk+1 • (bm) v ' • (kl) . 

Remarks, If m = 1 and n. = 0, i = 1, 2, *• • , k, then N, = 0, 
and thus (4.1) contains, as a special case, the second (and the last) principal 
result, (7), of [ l ] , 

Additional simplifications of (4,1) are readily obtained, 
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