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Abstract. The purpose of this paper is to give linear independence results for the infinite products
\[ \prod_{n=1}^{\infty} \left( 1 + \frac{q^n z}{q^{2n} + 1} \right), \]
where \( q \ (|q| > 1) \) and \( z \) are algebraic integers with suitable conditions. As an application, we derive that the ten numbers
\[ 1, \sum_{n=1}^{\infty} \frac{1}{L_{2n}}, \prod_{n=1}^{\infty} \left( 1 \pm \frac{1}{L_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{2}{L_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{\Phi}{L_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{\Phi^{-1}}{L_{2n}} \right) \]
do not belong to \( \mathbb{Q}(\sqrt{5}) \), where \( L_{2n} \) is the \( 2n \)-th Lucas number and \( \Phi \) is the golden ratio, and that
\[ \sum_{n=1}^{\infty} \frac{1}{L_{2n}^2 + a} \notin \mathbb{Q}(\sqrt{5}) \]
for any \( a = \pm 1, \pm 2, \pm \Phi, \pm \Phi^{-1} \).

1. Introduction and Main Results

Let \( q \) be a complex number with \( |q| > 1 \). Then the infinite product
\[ H_q(z) := \prod_{n=1}^{\infty} \left( 1 + \frac{q^n z}{q^{2n} + 1} \right) \]
defines an entire function and its logarithmic differentiation furnishes
\[ H_q'(z) = H_q(z) \sum_{n=1}^{\infty} \frac{q^n}{q^{2n} + q^n z + 1} \]
for any complex number \( z \). In particular,
\[ H_q(0) = 1, \quad H_q'(0) = \sum_{n=1}^{\infty} \frac{q^n}{q^{2n} + 1}. \]

In the case where \( q \) is a rational integer with \( |q| \geq 2 \), J.-P. Bézivin \[ \text{[3]} \] proved that the numbers
\( H_q^{(\ell)}(z_j) \ (1 \leq j \leq m, 0 \leq \ell \leq s) \) are linearly independent over \( \mathbb{Q} \) when the rational numbers \( z_1, z_2, \ldots, z_m \) satisfy certain conditions. Moreover, using the formula \( \text{(1.1)} \), he showed that the number
\[ \sum_{n=1}^{\infty} \frac{q^n}{q^{2n} + q^n a + 1} \]
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is irrational when $q$ is a rational integer with $|q| \geq 2$ and $a$ is a rational number satisfying $(q^2 + 1)^2 \neq a^2 q^2$ for every non-zero rational integer $\ell$. Shortly later, P. Bundschuh and K. Väänänen [6] have succeeded in handling the case where $q$ and $z_1, z_2, \ldots, z_m$ are algebraic numbers with suitable conditions, and moreover, obtained a quantitative refinement of Bézivin’s result, that is a measure of linear independence for the numbers $1$ and $H_q^{(\ell)}(z_j)$ for $1 \leq j \leq m$ and $0 \leq \ell \leq s$.

The purpose of this paper is to give another kind of a sufficient condition for $q$ and the points $z_1, z_2, \ldots, z_m$ such that the numbers $H_q(z_j)$ and $H_q'(z_j)$ ($1 \leq i \leq m$) are linearly independent over the number field $\mathbb{Q}(q)$. In order to state our main theorem, we need some notations. In what follows, for a complex number $z$, we define the sequence $\{\theta_n(z)\}_{n \geq 0}$ by

$$
\theta_{n+2}(z) = z\theta_{n+1}(z) - \theta_n(z), \quad n \geq 0,
$$

(1.3)

with the initial values $\theta_0(z) = 1$ and $\theta_1(z) = z - 1$. For example, it is easy to check that

$$
\theta_n(2\cos 2t) = \frac{\cos(2n+1)t}{\cos t}, \quad n \geq 0
$$

for any $t$ with $0 \leq t < \pi/2$, and consequently

$$
\begin{cases}
\theta_n(0) = \{1, -1, -1, 1\}, \\
\theta_n(1) = \{1, 0, -1, -1, 0, 1\}, \\
\theta_n(2) = \{1\}, \\
\theta_n(-1) = \{1, -2, 1\}, \\
\theta_n(-2) = (-1)^n(2n + 1),
\end{cases}
$$

(1.4)

where $\{a_1, a_2, \ldots, a_7\}$ denotes a purely periodic sequence $a_1, a_2, \ldots, a_7, \ldots, a_n, \ldots$ with period $\ell$. Note that the sequence $\theta_n(z)$ is closely connected to the sequence $V_n(z)$ of the Chebychev polynomials of the third kind, since

$$
\theta_n(2z) = V_n(z) \quad (n \geq 0)
$$

(1.5)

(cf. [7] Chapter 7, [18] Chapter I). However, it is more convenient to use $\theta_n(z)$ here because it is a monic polynomial for all $n \geq 0$. For an algebraic integer $\alpha$, we define the size of $\alpha$ by

$$
s(\alpha) := \log \max\{|1, \overline{\alpha}|\} = \begin{cases}
0 & \text{if } \alpha = 0, \\
\log |\alpha| & \text{if } \alpha \neq 0
\end{cases}
$$

(cf. [16] Chapter I), where $|\alpha|$ denotes the maximal modulus of the conjugates of $\alpha$ over $\mathbb{Q}$, namely the house of $\alpha$.

**Theorem 1.1.** Let $q$ be an algebraic integer with modulus greater than 1, whose other conjugates, except itself and its complex conjugate, are of modulus less than 1. Let $z_1, z_2, \ldots, z_m$ be distinct algebraic integers in $\mathbb{Q}(q)$ and $\{\theta_n(z_j)\}_{n \geq 0}$ ($j = 1, 2, \ldots, m$) sequences defined by (1.3). Suppose that $s(\theta_n(z_j)) = o(n)$ for every $j = 1, 2, \ldots, m$. Then the $2m$ numbers $H_q(z_j), H_q'(z_j)$ ($j = 1, 2, \ldots, m$) are linearly independent over $\mathbb{Q}(q)$.

Theorem 1.1 will be proved in Section 4.

**Remark 1.2** (cf. [11]). Let $q$ be as in Theorem 1.1. Then the number $q$ is called a Pisot number or a Pisot–Vijayaraghavan number, if $q$ is a real positive number. The Pisot numbers of degree one are exactly the rational integers greater than one. Also, the number $q$ is called a complex Pisot number, if $q$ is non-real.
The following Corollaries 1.3 and 1.4 are immediate consequences of Theorem 1.1. Note that 
(1.1), (1.2), and the five sequences given in (1.4) satisfy the assumptions in Theorem 1.1 when 
z_1 = 0, z_2 = 1, z_3 = −1, z_4 = 2, and z_5 = −2.

Corollary 1.3. Let \( q \) be as in Theorem 1.1. Then the ten numbers

\[
1, \quad H_q(\pm 1) = \prod_{n=1}^{\infty} \left( 1 \pm \frac{q^n}{q^{2n} + 1} \right), \quad H_q(\pm 2) = \prod_{n=1}^{\infty} \left( 1 \pm \frac{2q^n}{q^{2n} + 1} \right),
\]

\[
H'_q(0) = \sum_{n=1}^{\infty} \frac{q^n}{q^{2n} + 1}, \quad H'_q(\pm 1), \quad H'_q(\pm 2)
\]

are linearly independent over \( \mathbb{Q}(q) \).

Corollary 1.4. Let \( q \) be as in Theorem 1.1. For any integer \( a \in \{0, \pm 1, \pm 2\} \), the six numbers

\[
1, \quad \frac{H'_q(a)}{H_q(a)} = \sum_{n=1}^{\infty} \frac{q^n}{q^{2n} + q^n a + 1}, \quad \frac{H_q(a + j)}{H_q(a)} = \prod_{n=1}^{\infty} \left( 1 + \frac{j q^n}{q^{2n} + q^n a + 1} \right),
\]

\( j = -a, -a \pm 1, -a \pm 2 \) with \( j \neq 0 \), are linearly independent over \( \mathbb{Q}(q) \).

We apply Corollary 1.4 to show linear independence of certain infinite products generated
by binary recurrences. Let \( A \geq 1 \) be a rational integer and \( \{R_n\}_{n \geq 0} \) the sequence defined by

\[ R_{n+2} = AR_{n+1} + R_n, \quad n \geq 0, \]

with the initial values \( R_0 = 2 \) and \( R_1 = A \). Then we have a closed form formula \( R_n = \alpha^n + \beta^n \) 
\( (n \geq 0) \), where \( \alpha \ (|\alpha| > 1) \) and \( \beta := -\alpha^{-1} \) are the roots of the characteristic polynomial
\( x^2 - Ax - 1 \). Clearly, the numbers \( q := \alpha^2, -\alpha^2 \in \mathbb{Q}(q) = \mathbb{Q}(\sqrt{A^2 + 4}) \) satisfy the assumption
in Theorem 1.1. Hence, noting that

\[
q^n + q^{-n} = \begin{cases} 
\frac{R_{2n}}{(-1)^n R_{2n}} & \text{if } q = \alpha^2, \\
\frac{R_{2n}}{(-1)^n R_{2n}} & \text{if } q = -\alpha^2,
\end{cases}
\]

we find by Corollary 1.4

Corollary 1.5. Let \( \varepsilon = 1 \) or \( -1 \). Then for any integer \( a \in \{0, \pm 1, \pm 2\} \) the six numbers

\[
1, \quad \sum_{n=1}^{\infty} \frac{1}{\varepsilon^n R_{2n} + a}, \quad \prod_{n=1}^{\infty} \left( 1 + \frac{j}{\varepsilon^n R_{2n} + a} \right), \tag{1.6}
\]

\( j = -a, -a \pm 1, -a \pm 2 \) with \( j \neq 0 \), are linearly independent over \( \mathbb{Q}(\sqrt{A^2 + 4}) \). In particular,

\[
\sum_{n=1}^{\infty} \frac{1}{R_{2n} + a}, \quad \sum_{n=1}^{\infty} \frac{1}{(-1)^n R_{2n} + a} \notin \mathbb{Q}(\sqrt{A^2 + 4})
\]

for any \( a = 0, \pm 1, \pm 2 \).

For example, substituting \( \varepsilon = 1 \) and \( a = 0 \) into (1.6), we obtain the linear independence
over \( \mathbb{Q}(\sqrt{A^2 + 4}) \) of the six numbers

\[
1, \quad \sum_{n=1}^{\infty} \frac{1}{R_{2n}}, \quad \prod_{n=1}^{\infty} \left( 1 + \frac{1}{R_{2n}} \right), \quad \prod_{n=1}^{\infty} \left( 1 + \frac{2}{R_{2n}} \right). \tag{1.7}
\]
Moreover, substituting $\varepsilon = -1$ and $a = 2$ into (1.6) and noting that $(-1)^n R_{2n} + 2 = (-1)^n R_n^2$ ($n \geq 0$), we obtain among others the linear independence over $\mathbb{Q}(\sqrt{A^2 + 4})$ of the six numbers

$$1, \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{R_n^2}, \prod_{n=1}^{\infty} \left( 1 + \frac{j(-1)^{n-1}}{R_n^2} \right), \quad j = 1, 2, 3, 4. \quad (1.8)$$

It should be noted that transcendence of numbers $\sum_{n=1}^{\infty} 1/R_{2n}$ and $\sum_{n=1}^{\infty} (-1)^{n-1}/R_n^2$ appeared in (1.7) and (1.8) have been obtained in [8, 10].

According to the choice of $q$ in Theorem 1.1, we can choose more algebraic integers $z$’s. For example, we obtain the following Corollaries 1.6 and 1.7, which will be proved in Section 4.

**Corollary 1.6.** Let $\{L_n\}_{n \geq 0}$ be the sequence of the Lucas numbers defined by

$$L_{n+2} = L_{n+1} + L_n, \quad n \geq 0,$$

with $L_0 = 2$ and $L_1 = 1$. Then the ten numbers

$$1, \sum_{n=1}^{\infty} \frac{1}{L_{2n}}, \prod_{n=1}^{\infty} \left( 1 + \frac{1}{L_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 + \frac{2}{L_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{\Phi}{L_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{\Phi^{-1}}{L_{2n}} \right) \quad (1.9)$$

are linearly independent over $\mathbb{Q}(\sqrt{5})$, where $\Phi := (1 + \sqrt{5})/2$ is the golden ratio. Moreover,

$$\sum_{n=1}^{\infty} \frac{1}{L_{2n} + a} \notin \mathbb{Q}(\sqrt{5})$$

for any $a = \pm 1, \pm 2, \pm \Phi, \pm \Phi^{-1}$.

It has been proved in [2, 3] that, for any integer $m \geq 1$,

$$\sum_{n=0}^{\infty} \frac{1}{L_{2n} + L_{2m}} = \frac{m}{\sqrt{5}F_m} + \begin{cases} \frac{1}{2L_m^2} & \text{if } m \text{ is even,} \\ \frac{1}{10F_m^2} & \text{if } m \text{ is odd.} \end{cases}$$

In particular,

$$\sum_{n=0}^{\infty} \frac{1}{L_{2n} + 3} = \frac{2\sqrt{5} + 1}{10}, \quad \sum_{n=0}^{\infty} \frac{1}{L_{2n} + 7} = \frac{12\sqrt{5} + 5}{90},$$

and therefore the second part of Corollary 1.6 is not valid when $a = L_{2m}$, in particular for $a = 3$. For a survey paper on infinite series containing Fibonacci and Lucas numbers, see [9].

**Corollary 1.7.** Let $\{Q_n\}_{n \geq 0}$ be the sequence of the Pell-Lucas numbers defined by

$$Q_{n+2} = 2Q_{n+1} + Q_n, \quad n \geq 0,$$

with $Q_0 = 2$ and $Q_1 = 2$. Then the eight numbers

$$1, \sum_{n=1}^{\infty} \frac{1}{Q_{2n}}, \prod_{n=1}^{\infty} \left( 1 \pm \frac{1}{Q_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{2}{Q_{2n}} \right), \prod_{n=1}^{\infty} \left( 1 \pm \frac{\sqrt{2}}{Q_{2n}} \right) \quad (1.10)$$
are linearly independent over \(\mathbb{Q}(\sqrt{2})\), and moreover,
\[
\sum_{n=1}^{\infty} \frac{1}{Q_{2n} + a} \notin \mathbb{Q}(\sqrt{2})
\]
for any \(a = \pm 1, \pm 2, \pm \sqrt{2}\).

**Remark 1.8.** For a given algebraic number \(q\), there are only finitely many points \(z_1, z_2, \ldots, z_m\) satisfying the assumptions in Theorem 1.1 and all these points are real (see Lemma 3.5 in Section 3). In this sense, our assumptions are much stricter than those in [5, 6]. On the other hand, it should be noted that the points \(z_1, z_2, \ldots, z_m\) in Theorem 1.1 are effectively computable and include \(z = 0, \pm 1, \pm 2\) independently of the choice of \(q\), whereas \(z = \pm 2\) are excluded points in [5, 6]. Moreover, the results in [5] are valid only if \(q\) is a rational integer. In [6], they are valid also when \(q\) satisfies the hypotheses of our Theorem 1.1. However, it does not seem easy to apply them to a specifically given set of values of \(H_q(z)\) for \(z \neq \pm 2\) when \(q\) is not a rational number. This could be the matter for further study.

Our paper is organized as follows. In Section 2 we will present some known arithmetical results and closed form expressions for the infinite products involving Fibonacci and Lucas numbers. In Section 3, we give an expression of \(H_q(z)\) by means of the sequence \(\{\theta_n(z)\}_{n \geq 0}\), using a remarkable formula which connects the infinite product \(H_q(z)\) to the Tschakaloff function (see Lemma 3.1 below). This formula was used in [5, Théorème 1] and [6, Theorem 3] together with a criterion of linear independence for the values of the Tschakaloff function. In our work, we use an elementary criterion of irrationality (Lemma 4.1), together with an expression of \(H_q(z)\) obtained in Section 3. Theorem 1.1 and Corollaries 1.6, 1.7 will be shown in Section 4.

## 2. SOME KNOWN RESULTS AND CLOSED FORMS

Mahler’s method is one of the few successful methods for approaching to transcendence and algebraic independence of infinite products involving Fibonacci and Lucas numbers (cf. [20]). For example, the second author [21] derived that for any positive integer \(j\) the infinite product
\[
\gamma_j := \prod_{n=1}^{\infty} \left(1 + \frac{j}{L_{2^n}}\right)
\]
is transcendental, except for only one algebraic case \(\gamma_2 = \sqrt{5}\). This result was extended in [15] to algebraic independence over \(\mathbb{Q}\) of the numbers \(\gamma_1, \gamma_3, \ldots, \gamma_m\) for any integer \(m \geq 3\). In [17], the algebraic independence over \(\mathbb{Q}\) of the two numbers
\[
\prod_{n=1}^{\infty} \left(1 + \frac{1}{F_{2^n}}\right), \quad \prod_{n=1}^{\infty} \left(1 + \frac{1}{L_{2^n}}\right)
\]
is proved, where \(\{F_n\}_{n \geq 0}\) is the sequence of the Fibonacci numbers. Note that in the above cases the subscripts of the Lucas numbers form a geometric progression, while in our Corollary 1.6 they form an arithmetic progression. On the other hand, the algebraic case for \(\gamma_2\) results from the use of **telescoping** infinite products, and this can also be used in our situation. Indeed, let \(q\) be any complex number with \(|q| > 1\) and \(m\) be a positive integer. Noting that
\[
1 + \frac{q^m - q^{-m}}{q^n - q^{-n}} = \frac{1 + q^{-n+m}}{1 + q^{-n}} \cdot \frac{1 - q^{-n-m}}{1 - q^{-n}},
\]
we have a telescoping infinite product and get

$$\prod_{n=1}^{\infty} \left(1 + \frac{q^m - q^{-m}}{q^n - q^{-n}}\right) = \frac{\prod_{n=0}^{m-1} (1 + q^n)}{\prod_{n=1}^{m} (1 - q^{-n})}. \quad (2.1)$$

Similarly we see that

$$\prod_{n=m+1}^{\infty} \left(1 - \frac{q^m - q^{-m}}{q^n - q^{-n}}\right) = \frac{\prod_{n=1}^{m} (1 - q^{-n})}{\prod_{n=1}^{m+1} (1 + q^{-n-m})}. \quad (2.2)$$

In particular, substituting $m = 1$ and $q = \Phi^2$ into (2.1) and (2.2), we obtain

$$\prod_{n=1}^{\infty} \left(1 + \frac{1}{F_{2n}}\right) = 2\Phi, \quad \prod_{n=2}^{\infty} \left(1 - \frac{1}{F_{2n}}\right) = \frac{\Phi}{3}. \quad (2.3)$$

Hence, in the first part of Corollary 1.6 we cannot replace the Lucas numbers by the Fibonacci numbers, since the two numbers (2.3) are clearly linearly dependent over $\mathbb{Q}$. Note that the identities (2.3) yield

$$\prod_{n=2}^{\infty} \left(1 - \frac{1}{F_{2n}}^2\right) = \frac{1}{3} (\Phi + 1)$$

and the well-known formula

$$\prod_{n=2}^{\infty} \frac{F_{2n} + 1}{F_{2n} - 1} = 3$$

([19], see also [13, p. 49, 363]). Now we return to (2.1). Replacing $m$ by $2m$ yields

$$\prod_{n=1}^{\infty} \left(1 + \frac{q^{2m} - q^{-2m}}{q^{2n} - q^{-2n}}\right) = \frac{\prod_{n=0}^{2m-1} (1 + q^n)}{\prod_{n=1}^{2m} (1 - q^{-n})}. \quad (2.4)$$

On the other hand, replacing $q$ by $q^2$ in (2.1) yields

$$\prod_{n=1}^{\infty} \left(1 + \frac{q^{2m} - q^{-2m}}{q^{2n} - q^{-2n}}\right) = \frac{\prod_{n=0}^{m-1} (1 + q^{2n})}{\prod_{n=1}^{m} (1 - q^{-2n})}. \quad (2.5)$$

Dividing (2.4) by (2.5), we obtain

$$\prod_{n=1}^{\infty} \left(1 + \frac{q^{2m} - q^{-2m}}{q^{2n-1} - q^{-2n+1}}\right) = \frac{\prod_{n=0}^{2m-1} (1 + q^n) \prod_{n=1}^{m} (1 - q^{-2n})}{\prod_{n=1}^{2m} (1 - q^{-n}) \prod_{n=0}^{m-1} (1 + q^{2n})}.$$

In particular, for $m = 1$ and $q = \pm \Phi$, we get

$$\prod_{n=1}^{\infty} \left(1 + \frac{\sqrt{5}}{L_{2n-1}}\right) = 3\Phi + 2, \quad \prod_{n=1}^{\infty} \left(1 - \frac{\sqrt{5}}{L_{2n-1}}\right) = \Phi - 2, \quad (2.6)$$

and the identities (2.6) yield

$$\prod_{n=1}^{\infty} \left(1 - \frac{5}{L_{2n-1}}\right) = -\Phi - 1, \quad \prod_{n=1}^{\infty} \frac{L_{2n-1} + \sqrt{5}}{L_{2n-1} - \sqrt{5}} = -8\Phi - 5,$$

where the latter identity is obtained in [11]. Our last case of telescoping infinite product is given by

$$\prod_{n=1}^{\infty} \left(1 \pm iq^m - q^{-m}\right) = \frac{\prod_{n=0}^{m-1} (1 \pm iq^n)}{\prod_{n=1}^{m} (1 \mp iq^{-n})}. \quad (2.7)$$
In particular, for \( m = 1 \) and \( q = \Phi^2 \), we find that
\[
\prod_{n=1}^{\infty} \left( 1 \pm \frac{i\sqrt{5}}{L_{2n}} \right) = \frac{\Phi^2(1 \pm i)}{\Phi^2 \mp i}, \quad \prod_{n=1}^{\infty} \left( 1 + \frac{5}{L_{2n}^2} \right) = \frac{2}{3}(\Phi + 1). \tag{2.8}
\]

3. LEMMAS

The proof of Theorem 1.1 depends on a remarkable connection between the function \( H_q(z) \) and the Tschakaloff function
\[
T_q(z) := \sum_{n=0}^{\infty} q^{-n(n+1)/2} z^n, \quad |q| > 1.
\tag{3.1}
\]
This connection is due to Bezivin [5, Lemma 2 (a)] and is given by Lemma 3.1 below. For the convenience of the reader, we will recall the proof of this lemma, which is based on Jacobi’s triple product identity (cf. [3, Theorem 14.6]):
\[
\sum_{n=-\infty}^{\infty} z^n q^{-n^2} = \prod_{n=1}^{\infty} \left( 1 - q^{-2n} \right) \left( 1 + zq^{-2n+1} \right) \left( 1 + z^{-1} q^{-2n+1} \right), \tag{3.2}
\]
provided that \( |q| > 1 \) and \( z \neq 0 \).

**Lemma 3.1** ([5, Lemma 2 (a)]). Let \( q \) be a complex number with \( |q| > 1 \) and \( w \) a non-zero complex number. Then we have
\[
(1 + w) H_q(w + w^{-1}) = \Lambda_q \left( wT_q(w) + T_q(w^{-1}) \right), \tag{3.3}
\]
where
\[
\Lambda_q := \prod_{n=1}^{\infty} \frac{q^{3n}}{(q^n - 1)(q^{2n} + 1)}. 
\]

**Proof.** Let \( q \) and \( w \) be as in Lemma 3.1. Replacing first \( z \) by \( wq^{-1} \), and second \( q \) by \( q^{1/2} \) in Jacobi’s triple product identity yields
\[
(1 + w) \prod_{n=1}^{\infty} (1 - q^{-n}) (1 + q^{-2n}) (1 + w^{-1} q^{-n}) = wT_q(w) + T_q(w^{-1}). \tag{3.4}
\]
On the other hand, since
\[
1 + \frac{(w + w^{-1}) q^n}{q^{2n} + 1} = \frac{(q^n + w)(q^n + w^{-1})}{q^{2n} + 1} = \frac{q^{2n}}{q^{2n} + 1} (1 + wq^{-n}) (1 + w^{-1} q^{-n}),
\]
multiplying for \( n \) from 1 to infinity yields
\[
H_q(w + w^{-1}) = \prod_{n=1}^{\infty} \frac{q^{2n}}{q^{2n} + 1} (1 + wq^{-n}) (1 + w^{-1} q^{-n}). \tag{3.5}
\]
Lemma 3.1 follows from (3.4) and (3.5). \( \square \)

**Lemma 3.2.** For any complex number \( z \), we have
\[
H_q(z) = \Lambda_q \sum_{n=0}^{\infty} \theta_n(z) q^{-n(n+1)/2}, \tag{3.6}
\]
where \( \{\theta_n(z)\}_{n \geq 0} \) is the sequence defined by (1.3).
In particular, for so that by (3.1), (3.3), and (3.8) for a generalization of Chebychev and Fibonacci polynomials, see [12]. Finally, let $f$ be any complex number and $w$ be one of the roots of the polynomial $x^2 - zx + 1$. Then we have

$$\theta_n(z) = \frac{1}{w^n} \sum_{i=0}^{2n} (-w)^i, \quad n \geq 0,$$

(3.7)

since $z = w + w^{-1}$ and the sequence in the above right-hand side satisfies the recurrence relation (1.3) with the same initial values as $\theta_n(z)$. Assume that $z \neq -2$. Then $w \neq -1$ and

$$\theta_n(z) = \frac{1}{w^n} \sum_{i=0}^{2n} (-w)^i = \frac{1 + w^{2n+1}}{(1 + w)w^n}, \quad n \geq 0,$$

(3.8)

so that by (3.1), (3.3), and (3.8)

$$H_q(z) = H_q(w + w^{-1}) = \Lambda_q \sum_{n=0}^{\infty} \frac{1 + w^{2n+1}}{(1 + w)w^n} q^{-n(n+1)/2} = \Lambda_q \sum_{n=0}^{\infty} \theta_n(z)q^{-n(n+1)/2}.$$  

(3.9)

The equality (3.9) also holds for $z = -2$, since the series $\sum_{n=0}^{\infty} \theta_n(z)q^{-n(n+1)/2}$ converges uniformly on any compact subset of $\mathbb{C}$ and thus defines an entire function. The proof of Lemma 3.2 is completed.

**Remark 3.3.** Although we won’t use it here, it is interesting to note that

$$H_q(2z) = \Lambda_q \sum_{n=0}^{\infty} V_n(z)q^{-n(n+1)/2}$$

by using the sequence $V_n(z)$ of the Chebychev polynomials of the third kind in (3.6) together with (1.5). Moreover, let $U_n(z)$ be the sequence of the Chebychev polynomials of the second kind. As $V_n(z) = U_n(z) − U_{n-1}(z)$ for $n \geq 1$ (cf. [12], p. 87, (7.1.2)), we obtain also

$$H_q(2z) = \Lambda_q \sum_{n=0}^{\infty} U_n(z) \left(1 - q^{-n}\right) q^{-n(n+1)/2}.$$

Finally, let $f_n(z)$ be the sequence of the Fibonacci polynomials. We know by [13], p. 396], that $U_n(z) = i^n f_{n+1}(-2iz)$ for $n \geq 0$. Hence,

$$H_q(iz) = \Lambda_q \sum_{n=0}^{\infty} i^n f_{n+1}(z) \left(1 - q^{-n}\right) q^{-n(n+1)/2}.$$

In particular, for $z = 1$, we obtain the identity

$$\prod_{n=1}^{\infty} \left(1 + \frac{iq^n}{q^{2n+1} + 1}\right) = \Lambda_q \sum_{n=0}^{\infty} i^n F_{n+1} \left(1 - q^{-n}\right) q^{-n(n+1)/2}.$$

For a generalization of Chebychev and Fibonacci polynomials, see [12].

Next, we investigate linear independence of the sequences $\{\theta_n(z_j)\}_{n \geq 0}$ and $\{\theta'_n(z_j)\}_{n \geq 0}$ for distinct complex numbers $z_1, z_2, \ldots, z_m$. To see this, we consider the generating functions of the polynomial sequences $\{\theta_n(z)\}_{n \geq 0}$ and $\{\theta'_n(z)\}_{n \geq 0}$, defined by

$$f(z, t) := \sum_{n=0}^{\infty} \theta_n(z)t^n, \quad g(z, t) = \frac{\partial}{\partial z} f(z, t) = \sum_{n=0}^{\infty} \theta'_n(z)t^n.$$  

(3.10)
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Then we can write by using the recurrence relation (1.3)

\[ f(z, t) = \theta_0(z) + \theta_1(z) t + \sum_{n=2}^{\infty} \theta_n(z) t^n = 1 + (z - 1) t + \sum_{n=2}^{\infty} \theta_{n+2}(z) t^{n+2} \]

\[ = 1 + (z - 1) t + \theta_2(z) t^2 - \theta_1(z) t = 1 + (z - 1) t + \theta_2(z) t^2 - \theta_1(z) t. \]

Therefore, we obtain

\[ f(z, t) = \frac{1 - t}{t^2 - z t + 1}, \quad g(z, t) = \frac{t (1 - t)}{(t^2 - z t + 1)^2}. \]  \( (3.11) \)

These generating functions could have been deduced also, evidently, from the well-known generating function of the sequence \( V_n(z) \) (cf. [7, 18]). We observe that \( f(z, t) \) and \( g(z, t) \) given in (3.11) are irreducible rational functions, except if \( z = 2 \), in which cases

\[ f(2, t) = \frac{1}{1 - t}, \quad g(2, t) = \frac{t}{(1 - t)^3}. \]  \( (3.12) \)

In what follows, the sequences \( a_n^{(1)}, a_n^{(2)}, \ldots, a_n^{(m)} \) of complex numbers are said to be linearly dependent over the field \( \mathbb{C} \), if there exist \( x_1, x_2, \ldots, x_m \in \mathbb{C} \), not all zero, such that the sequence

\[ x_1 a_n^{(1)} + x_2 a_n^{(2)} + \cdots + x_m a_n^{(m)}, \quad n \geq 0, \]

is identically zero from some point on. If such \( x'\)s do not exist, then the sequences are said to be linearly independent over \( \mathbb{C} \).

Lemma 3.4. For any distinct complex numbers \( z_1, z_2, \ldots, z_m \), the \( 2m \) sequences \( \{\theta_n(z_j)\}_{n \geq 0}, \{\theta_n'(z_j)\}_{n \geq 0} \) \( (j = 1, 2, \ldots, m) \) are linearly independent over \( \mathbb{C} \).

Proof. Let \( x_1, x_2, \ldots, x_m, y_1, y_2, \ldots, y_m \) be complex numbers and suppose that there exists a positive integer \( N \) such that

\[ \sum_{j=1}^{m} x_j \theta_n(z_j) + \sum_{j=1}^{m} y_j \theta_n'(z_j) = 0 \quad (n \geq N). \]

Then the rational function

\[ F(t) := \sum_{j=1}^{m} x_j f(z_j, t) + \sum_{j=1}^{m} y_j g(z_j, t) \]  \( (3.13) \)

is a polynomial. First assume that one of the \( z_j \) is equal to 2. Without loss of generality, we may assume that \( z_m = 2 \). Then we have by (3.11) and (3.12)

\[ F(t) = \frac{x_m}{1 - t} + \frac{y_m t}{(1 - t)^3} + \sum_{j=1}^{m-1} \left( \frac{x_j (1 - t)}{t^2 - z j t + 1} + \frac{y_j t (1 - t)}{(t^2 - z j t + 1)^2} \right). \]

Since \( F(t) \) is a polynomial, we have \( \lim_{t \to 1} (t - 1)^3 F(t) = 0 \), which proves that \( y_m = 0 \). Hence, we have \( \lim_{t \to 1} (t - 1) F(t) = 0 \), and therefore \( x_m = 0 \). So in (3.13) we may assume that \( z_j \neq 2 \) \( (j = 1, 2, \ldots, m) \) and have

\[ F(t) = \sum_{j=1}^{m} \left( \frac{x_j (1 - t)}{t^2 - z j t + 1} + \frac{y_j t (1 - t)}{(t^2 - z j t + 1)^2} \right). \]  \( (3.14) \)
For each $j = 1, 2, \ldots, m$, let $w_j \neq 0$ be one of the roots of the polynomial $x^2 - z_j x + 1 = 0$. Then $w_j \neq 1$, since $z_j \neq 2$. Moreover, $w_1, w_2, \ldots, w_m$ are distinct, since so are $z_1, z_2, \ldots, z_m$. Hence, by (3.11)
\[
\lim_{t \to w_j} \left( t^2 - z_j t + 1 \right)^2 F(t) = 0 = y_j w_j \left( 1 - w_j \right),
\]
and therefore $y_j = 0$ ($j = 1, 2, \ldots, m$). Similarly, we can deduce $x_j = 0$ ($j = 1, 2, \ldots, m$), and the proof of Lemma 3.4 is complete. □

The following lemma allows to find all numbers $z$ satisfying the conditions in Theorem 1.1

Lemma 3.5. Let $z$ be an algebraic integer of degree $d$ and $\{\theta_n(z)\}_{n \geq 0}$ be the sequence defined by (1.3). Then $\theta_n(z)$ and $\theta'_n(z)$ are algebraic integers in the field $\mathbb{Q}(z)$ for every $n \geq 0$. Moreover, the following are equivalent.

(i) $s(\theta_n(z)) = o(n)$.

(ii) $s(\theta'_n(z)) = o(n)$.

(iii) There exists a primitive $\ell$-th root of unity $\zeta$ such that $z = \zeta + \zeta^{-1}$ and $\varphi(\ell) \leq 2d$, where $\varphi(n)$ denotes the Euler’s totient function.

Proof. The first assertion is clear, since by definition (1.3) $\theta_n(z)$ is an integer polynomial for every $n \geq 0$, and so is $\theta'_n(z)$. Now we prove that (i)$\Rightarrow$(ii). Let $\zeta \neq 0$ satisfy $z = \zeta + \zeta^{-1}$. Then $\zeta$ is an algebraic integer, since $\zeta$ is a root of the monic polynomial $x^2 - zx + 1 = 0$ with algebraic integer coefficients. Moreover, we have $\theta_n(z) \in \mathbb{Z}[z] \subset \mathbb{Q}(\zeta)$. Let $\sigma$ be any $\mathbb{Q}$-embedding of $\mathbb{Q}(\zeta)$ into $\mathbb{C}$. Assume that $|\sigma(\zeta)| \neq 1$ and we define $c := \max\{|\sigma(\zeta)|, |\sigma(\zeta)|^{-1}\} > 1$. Then by (3.8) and the assumption (i)
\[
c^{d/2} < \left| \frac{\sigma(\zeta)^{n+1} + \sigma(\zeta)^{-n}}{1 + \sigma(\zeta)} \right| = |\sigma(\theta_n(z))| \leq e^{s(\theta_n(z))} = e^{o(n)}
\]
for large integer $n$, a contradiction. Thus, $|\sigma(\zeta)| = 1$ for all conjugates $\sigma(\zeta)$ of $\zeta$, and hence, $\zeta$ is a root of unity (13, cf. [22, Lemma 1.6]). Let $\ell$ be a positive integer such that $\zeta$ is a primitive $\ell$-th root of unity. Then we obtain a tower of field extensions $\mathbb{Q} \subset \mathbb{Q}(z) \subset \mathbb{Q}(\zeta)$, and consequently
\[
[\mathbb{Q}(\zeta) : \mathbb{Q}] = [\mathbb{Q}(\zeta) : \mathbb{Q}(z)] \cdot [\mathbb{Q}(z) : \mathbb{Q}],
\]
where $[\mathbb{Q}(\zeta) : \mathbb{Q}] = \varphi(\ell)$ (cf. [22, Theorem 2.5]) and $[\mathbb{Q}(z) : \mathbb{Q}] = d$. Moreover, $[\mathbb{Q}(\zeta) : \mathbb{Q}(z)] \leq 2$, since $\zeta$ is a root of the polynomial $x^2 - zx + 1$ over $\mathbb{Q}(z)$. Thus, we obtain by (3.15) that $\varphi(\ell) \leq 2d$, which proves that (i)$\Rightarrow$(iii).

Next, we show that (iii)$\Rightarrow$(ii). Assume that there exists a root of unity $\zeta$ such that $z = \zeta + \zeta^{-1}$. If $z \neq \pm 2$, then $\zeta \neq \zeta^{-1}$, and hence, by (3.11) there exist numbers $A, B, C, D$ in $\mathbb{Q}(\zeta)$ such that
\[
\sum_{n=0}^{\infty} \theta'_n(z) t^n = \frac{t (1 - t)}{(1 - \zeta t)^2 (1 - \zeta^{-1} t)^2} = \frac{A}{1 - \zeta t} + \frac{B}{(1 - \zeta t)^2} + \frac{C}{1 - \zeta^{-1} t} + \frac{D}{(1 - \zeta^{-1} t)^2}.
\]
Thus, we have $\theta'_n(z) \in \mathbb{Q}(\zeta)$ for every $n \geq 0$ and $s(\theta'_n(z)) = O(\log n) = o(n)$, since $|\sigma(\zeta)| = 1$ for any $\mathbb{Q}$-embedding $\sigma$ of $\mathbb{Q}(\zeta)$ into $\mathbb{C}$. Similarly, we obtain $s(\theta'_n(\pm 2)) = o(n)$ using the expressions
\[
\sum_{n=0}^{\infty} \theta'_n(-2) t^n = \frac{t (1 - t)}{(t + 1)^4}, \quad \sum_{n=0}^{\infty} \theta'_n(2) t^n = \frac{t}{(1 - t)^3},
\]
which follow from (3.11) and (3.12), respectively. Thus, (iii)$\Rightarrow$(ii) is proved.

Differentiating both sides of (1.3) with respect to $z$, we have
\[
\theta_n(z) = \theta'_{n+1}(z) - z \theta'_n(z) + \theta'_{n-1}(z), \quad n \geq 1,
\]
and hence, the assertion (ii)⇒(i) follows immediately. Therefore, the proof of Lemma 3.5 is completed. □

4. PROOFS OF THEOREM 1.1 AND COROLLARIES 1.6, 1.7

We first show the following lemma.

Lemma 4.1. Let \( q \) be as in Theorem 1.1 and \( \{\theta_n\}_{n \geq 0} \) a sequence of algebraic integers in \( \mathbb{Q}(q) \) satisfying \( s(\theta_n) = o(n) \). Suppose that

\[
\sum_{n=0}^{\infty} \theta_n q^{-\frac{n(n+1)}{2}} = 0. \tag{4.1}
\]

Then \( \theta_n = 0 \) for every large \( n \).

Proof. Suppose that (4.1) holds. Then for any positive integer \( k \) we have

\[
L_k := -\sum_{n=0}^{k} \theta_n q^{-\frac{n(n+1)}{2}} = \sum_{n=k+1}^{\infty} \theta_n q^{-\frac{n(n+1)}{2}} = \sum_{m=1}^{\infty} \theta_{m+k} q^{-\frac{m(m+1)}{2} - mk}. \tag{4.2}
\]

In what follows, \( C_1, C_2, \ldots \) denote positive constants independent of \( k \). Let \( d \) be the degree of \( q \) over \( \mathbb{Q} \). Choose \( \varepsilon > 0 \) such that \( e^{d\varepsilon} < |q| \), which is possible since \( |q| > 1 \). By the assumption \( s(\theta_n) = o(n) \) we have

\[
|\theta_n| \leq C_1 e^{\varepsilon n}, \quad n \geq 0. \tag{4.3}
\]

Therefore by (4.2) and (4.3)

\[
|L_k| \leq C_1 \sum_{m=1}^{\infty} e^{\varepsilon (m+k)} |q|^{mk} \leq C_1 e^{\varepsilon k} \sum_{m=1}^{\infty} e^{\varepsilon m} \sum_{j=1}^{|q| |q|^{m-1}},
\]

so that

\[
|L_k| \leq C_2 (e^{|q|^{-1}})^k. \tag{4.4}
\]

Now, let \( \sigma_1, \sigma_2, \ldots, \sigma_\ell \) be all \( \mathbb{Q} \)-embeddings of \( \mathbb{Q}(q) \) into \( \mathbb{C} \), except the identity map and the complex conjugation. Note that \( \ell = d - 1 \) if \( \mathbb{Q}(q) \) is totally real, and \( \ell = d - 2 \) otherwise. Define

\[
L_{k,j} := \sigma_j(L_k) = -\sum_{n=0}^{k} \sigma_j(\theta_n) \sigma_j(q)^{-\frac{n(n+1)}{2}} \omega_n, \quad j = 1, 2, \ldots, \ell.
\]

Since \( |\sigma_j(q)| < 1 \) for \( j = 1, 2, \ldots, \ell \), we have by (4.3)

\[
|L_{k,j}| \leq \sum_{n=0}^{k} |\theta_n| \leq C_1 \sum_{n=0}^{k} e^{\varepsilon n} \leq C_3 e^{\varepsilon k}, \quad j = 1, 2, \ldots, \ell. \tag{4.5}
\]

Clearly, \( L_k \) is an algebraic integer in \( \mathbb{Q}(q) \), and hence, the norm of \( L_k \) over \( \mathbb{Q} \)

\[
N_{\mathbb{Q}(q)/\mathbb{Q}}(L_k) := L_k M_k \prod_{j=1}^{\ell} L_{k,j}
\]

is a rational integer, where \( M_k := 1 \) if \( \mathbb{Q}(q) \) is totally real, and \( M_k \) is the complex conjugate of \( L_k \) otherwise. By (4.4) we have \( |M_k| \leq \max\{1, |L_k|\} = 1 \) for every large \( k \), and so by (4.4) and (4.5)

\[
|N_{\mathbb{Q}(q)/\mathbb{Q}}(L_k)| \leq C_4 (e^{d\varepsilon |q|^{-1}})^k
\]
for every large \( k \). Since \( e^{de|q|^{-1}} < 1 \) by our choice of \( \varepsilon \), \( \lim_{k \to \infty} N_{\mathbb{Q}(q)/\mathbb{Q}}(L_k) = 0 \) and thus \( L_k = 0 \) for every large \( k \). Hence, we obtain \( \theta_k = 0 \) for every large \( k \) using the equalities
\[
L_k = -\sum_{n=1}^{k-1} \theta_n q^{-k(n+1)/2} - \theta_k = q^k L_{k-1} - \theta_k, \quad k \geq 1.
\]
The proof of Lemma 4.1 is completed. \( \square \)

Now we prove Theorem 1.1.

**Proof of Theorem 1.1**  Let \( x_1, x_2, \ldots, x_m, y_1, y_2, \ldots, y_m \in \mathbb{Q}(q) \) and suppose that
\[
\sum_{j=1}^{m} \left( x_j H_q(z_j) + y_j H_q'(z_j) \right) = 0. \tag{4.6}
\]
Without loss of generality, we may assume that \( x_1, x_2, \ldots, x_m, y_1, y_2, \ldots, y_m \) are algebraic integers in \( \mathbb{Q}(q) \). Then by (4.6) and Lemma 3.2 with \( \Lambda_q \neq 0 \), we have
\[
\sum_{n=0}^{\infty} \theta_n q^{-n(n+1)/2} = 0,
\]
where \( \theta_n := \sum_{j=1}^{m} (x_j \theta_n(z_j) + y_j \theta'_n(z_j)) \). By Lemma 3.5 \( \{ \theta_n(z_j) \}_{n \geq 0} \) and \( \{ \theta'_n(z_j) \}_{n \geq 0} \) are sequences of algebraic integers in \( \mathbb{Q}(q) \) for every \( j = 1, 2, \ldots, m \), and so is \( \{ \theta_n \}_{n \geq 0} \). Moreover, by Lemma 3.3 (i)\( \Rightarrow \) (ii) our assumptions \( s(\theta_n(z_j)) = o(n) \) for every \( j = 1, 2, \ldots, m \) imply that so are \( \theta'_n(z_j) \). Hence, we have \( s(\theta_n) = o(n) \) and thus the sequence \( \{ \theta_n \}_{n \geq 0} \) satisfies the assumptions in Lemma 4.1, and consequently
\[
\sum_{j=1}^{m} \left( x_j \theta_n(z_j) + y_j \theta'_n(z_j) \right) = 0
\]
holds for every large \( n \). Therefore, by Lemma 3.4 we have \( x_j = y_j = 0 \) for every \( j = 1, 2, \ldots, m \), and the proof of Theorem 1.1 is completed. \( \square \)

**Proofs of Corollaries 1.6 and 1.7**  For an algebraic number field \( \mathbb{K} \) of degree \( d \leq 2 \), we define \( S_{\mathbb{K}} \) by the set of algebraic integers \( z \) in \( \mathbb{K} \) satisfying \( s(\theta_n(z)) = o(n) \). By Lemma 3.5 (i)\( \Rightarrow \) (iii) such \( z \) can be written as \( z = \zeta + \zeta^{-1} \), where \( \zeta \) is a primitive \( \ell \)th root of unity with \( \varphi(\ell) \leq 4 \). Thus, we obtain \( \ell = 1, 2, 3, 4, 5, 6, 8, 10, 12 \), and hence,
\[
S_{\mathbb{K}} = \left\{ 0, \pm 1, \pm 2, \pm \sqrt{2}, \pm \sqrt{3}, \pm \Phi, \pm \Phi^{-1} \right\} \cap \mathbb{K}. \tag{4.7}
\]
In particular, if \( \mathbb{K} = \mathbb{Q}((\sqrt{3})) \), then we have
\[
S_{\mathbb{Q}((\sqrt{3}))} = \left\{ 0, \pm 1, \pm 2, \pm \Phi, \pm \Phi^{-1} \right\}.
\]
Applying Theorem 1.1 with \( q := \Phi^2 \) and the numbers in \( S_{\mathbb{Q}((\sqrt{3}))} \), we can deduce Corollary 1.6 similar to Corollary 1.5. Corollary 1.7 follows by considering the set
\[
S_{\mathbb{Q}((\sqrt{2}))} = \left\{ 0, \pm 1, \pm 2, \pm \sqrt{2} \right\}.
\]
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