# THE FIBONACCI MATRIX MODULO $m$ * 

D. W. Robinson, California institute of Technology, Pasadena, calif. $\dagger$

In this paper we investigate some of the arithmetical properties of the famous Fibonacci sequence by use of elementary matrix algebra. We believe the approach to be conceptual and, at least in part, novel. Thus, it is our purpose to explore the pedagogical advantages of matrix methods for problems of this kind as well as to provide a refreshing appreciation of the arithmetical properties themselves. At the conclusion of the paper we also indicate how the methods may be applied to other linear recurrent sequences.

We begin by considering the following example. Suppose that the Fibonacci sequence

$$
0,1,1,2,3,5,8,13,21,34,55,89,144, \cdots
$$

is reduced modulo 8:

$$
0,1,1,2,3,5,0,5,5,2,7,1,0,1,1, \cdots
$$

We observe that the reduced sequence is periodic. Indeed, the 12 terms of the period form two sets of 6 terms each, the terms of the second half being 5 times the corresponding terms of the first half. We say that the Fibonacci sequence reduced modulo 8 is of period 12 and restricted period 6 with multiplier 5. Also, we observe that the multiplier is of exponent 2 modulo 8 .

More generally, let $u_{0}, u_{1}, \cdots, u_{n}, \cdots$ be the Fibonacci sequence of integers satisfying $u_{n+2}=u_{n+1}+u_{n}$ for $n \geq 0$ with $\left(u_{0}, u_{1}\right)=(0,1)$. Given any integer $m>1$ we provide below an elementary proof of the fact that there is a positive integer $n$ such that $\left(u_{n}, u_{n+1}\right) \equiv(0,1)(\bmod m)$. The least such integer $\delta(m)$ is called the period of the Fibonacci sequence modulo $m$. The least positive integer $n$ such that $\left(u_{n}, u_{n+1}\right) \equiv s(0,1)(\bmod m)$, where $s$ is some integer: is called the restricted period $\alpha(\mathrm{m})$ of the sequence modulo m . If $\left(u_{\alpha(\mathrm{m})} ; u_{\alpha(\mathrm{m}), 1}\right) \equiv \mathrm{s}(\mathrm{m})$ (0.1) $(\bmod m), 0<\mathrm{s}(\mathrm{m})<\mathrm{m}$, then $\mathrm{s}(\mathrm{m})$ is called the multiplier of the Fibonacci sequence modulo $m$. Obviously $s(m) \equiv u_{x(m)-1}(\bmod m)$. Finally: we denote the exponent modulo $m$ of the multiplier $s(m)$ by $\beta(m)$.

[^0]By direct calculation we obtain the following table:

| m | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\alpha(\mathrm{~m})$ | 3 | 4 | 6 | 5 | 12 | 8 | 6 | 12 | 15 | 10 | 12 | 7 | 24 | 20 | 12 | 9 | 12 | 18 |
| $\beta(\mathrm{~m})$ | 1 | 2 | 1 | 4 | 2 | 2 | 2 | 2 | 4 | 1 | 2 | 4 | 2 | 2 | 2 | 4 | 2 | 1 |
| $\delta(\mathrm{~m})$ | 3 | 8 | 6 | 20 | 24 | 16 | 12 | 24 | 60 | 10 | 24 | 28 | 48 | 40 | 24 | 36 | 24 | 18 |

The results of this table illustrate several interesting arithmetical properties. In fact, if $(a, b)$ and $[a, b]$ denote the greatest common divisor and the least common multiple, respectively, of the integers $a$ and $b$, then we propose to establish the following:
(i) $m \mid u_{n}$ if and only if $\alpha(m) \mid n$, and $m\left|u_{n}, m\right|\left(u_{n+1}-1\right)$ if and only if $\delta(m) \mid n$;
(ii) $\delta(\mathrm{m})=\alpha(\mathrm{m}) \beta(\mathrm{m})=(2, \beta(\mathrm{~m}))[\gamma(\mathrm{m}), \alpha(\mathrm{m})]$, where $\gamma(2)=1$ and $\gamma(\mathrm{m})=2$ for $m>2$;
(iii) $\alpha\left(\left[\mathrm{m}_{1}, \mathrm{~m}_{2}\right]\right)=\left[\alpha\left(\mathrm{m}_{1}\right), \alpha\left(\mathrm{m}_{2}\right)\right]$, and $\delta\left(\left[\mathrm{m}_{1}, \mathrm{~m}_{2}\right]\right)=\left[\delta\left(\mathrm{m}_{1}\right), \delta\left(\mathrm{m}_{2}\right)\right]$;
(iv) for every odd prime $p$ there is a positive integer $e(p)$ such that $\alpha\left(p^{e}\right)$ $=\alpha(\mathrm{p}) \mathrm{p}^{\max (0, \mathrm{e}-\mathrm{e}(\mathrm{p}))}$ and $\delta\left(\mathrm{p}^{\mathrm{e}}\right)=\delta(\mathrm{p}) \mathrm{p}^{\max (0, \mathrm{e}-\mathrm{e}(\mathrm{p}))}$;
(v) $\alpha(\mathrm{p}) \mid(\mathrm{p}-(5 / \mathrm{p}))$, where (5/p) is the usual Legendre symbol; furthermore, if $p \neq 5$, then $\delta(p) \mid(p-1)$ or $\delta(p) \mid 2(p+1)$.
With the possible exception of the last equation of (ii), which is due to Morgan Ward, these properties are all well known. Indeed, the fact that reduced sequences of this type are periodic was observed by J. L. Lagrange in the eighteenth century. A century later E. Lucas engaged in an extensive study of the arithmetic divisors of such sequences. These early results together with some of the later developments in the subject are reviewed in Chapter 17 of Dickson's History [6]. However, it is suggested that this general background be supplemented with at least the papers of Carmichael [3], Lehmer [11], and Ward [19]. (See also [4, 7, 8, 9, 10, 17, 20, 21].)

Furthermore, since the main purpose of this present paper is to indicate the use of matrix algebra for the study of linear recurrence relations, we also remark that such techniques are certainly not new. (See for example [1, 13, 16, 18].) In fact, some of the arithmetical properties of linear recurrent sequences have been studied by means of matrices. (See for example [2, 12, 15].) It is our aim to now indicate some of the further possibilities of this method.

We begin by introducing the main tool of our discussion. Specifically, we view the linear recurrence above as defining a mapping of the orderedpair ( $u_{n-1}, u_{n}$ ) onto the ordered pair $\left(u_{n}, u_{n+1}\right)$. Since $u_{n+1}=u_{n-1}+u_{n}$, it is clear that this mapping is represented by the matrix product $\left(u_{n-1}, u_{n}\right) U=\left(u_{n}, u_{n+1}\right)$, where

$$
\mathrm{U}=\left[\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right] .
$$

Furthermore, by induction on $n$, we observe that $\left(u_{n}, u_{n+1}\right)=(0,1) U^{n}$ and

$$
U^{n}=\left[\begin{array}{ll}
u_{n-1} & u_{n} \\
u_{n} & u_{n+1}
\end{array}\right]
$$

Because of these results we call $U$ the Fibonacci matrix.
From the foregoing it is evident that $\left(u_{n}, u_{n+1}\right) \equiv(0,1)(\bmod m)$ if and only if $\mathrm{U}^{\mathrm{n}}$ is congruent (elementwise) modulo m to the identity matrix. Thus, the study of the period of the Fibonacci sequence modulo $m$ is equivalent to the study of the period of the sequence $I, U, U^{2}, \cdots, U^{n}$, reduced modulo $m$. In particular, since there are only a finite number of distinct matrices in this reduced sequence, it follows that there are integers $k$ and $n$ such that $U^{k+n}$ is congruent to $U^{k}$ with $\mathrm{k}+\mathrm{n}>\mathrm{k} \geq 0$. But since the determinant of U is the unit -1 , this means that for some positive integer $n, U^{n} \equiv \mathrm{I}(\bmod m)$. Thus, there exists a least such positive integer $n$, which is in fact $\delta(\mathrm{m})$ as defined above. Also, it is clear that every such n is an integral multiple of $\delta(\mathrm{m})$. That is, $\mathrm{U}^{\mathrm{n}} \equiv \mathrm{I}(\bmod m)$ if and only if $\delta(\mathrm{m}) \mid \mathrm{n}$, which is equivalent to the second statement of (i).

By a similar argument we have $\left(u_{n}, u_{n+1}\right) \equiv s(0,1)(\bmod m)$ if and only if $\mathrm{U}^{\mathrm{n}} \equiv \mathrm{sI}(\bmod \mathrm{m})$. Indeed, $\mathrm{U}^{\mathrm{n}}$ is congruent to a scalar matrix modulo m if and only if $\alpha(m) \mid n$, where $\alpha(m)$ is the restricted period defined above. This result is equivalent to the first part of (i).

Furthermore, we have

$$
\mathrm{U}^{\alpha(\mathrm{m})} \equiv \mathrm{s}(\mathrm{~m}) \mathrm{I} \quad(\bmod \mathrm{~m})
$$

where the multiplier $\mathrm{s}(\mathrm{m})$ is of exponent $\beta(\mathrm{m})$ modulo m . Since $\mathrm{U}^{\alpha(m) \beta(m)}$ $\equiv \mathrm{s}(\mathrm{m})^{\beta(\mathrm{m})} \mathrm{I} \equiv \mathrm{I}(\bmod \mathrm{m}), \delta(\mathrm{m}) \mid \alpha(\mathrm{m}) \beta(\mathrm{m})$. On the other hand, since itis evident that $\alpha(m) \mid \delta(m)$, we have by a similar argument that $\beta(m) \mid \delta(m) / \alpha(m)$. Thus, $\delta(m)$ $=\alpha(\mathrm{m}) \beta(\mathrm{m})$, which establishes the first equation of (ii).

Also, since the determinant of $U$ is -1 , we have from the matrix congruence above that

$$
(-1)^{\alpha(\mathrm{m})} \equiv(\mathrm{s}(\mathrm{~m}))^{2} \quad(\bmod \mathrm{~m})
$$

Hence, these congruent integers have the same exponent modulo m. Specifically,

$$
\frac{\gamma(\mathrm{m})}{(\gamma(\mathrm{m}), \alpha(\mathrm{m}))}=\frac{\beta(\mathrm{m})}{(2, \beta(\mathrm{~m}))}
$$

where $\gamma(\mathrm{m})$ is the exponent of -1 modulo m . Tuat is,

$$
\delta(\mathrm{m})=\alpha(\mathrm{m}) \beta(\mathrm{m})=(2, \beta(\mathrm{~m})) \frac{\gamma(\mathrm{m}) \alpha(\mathrm{m})}{(\gamma(\mathrm{m}), \alpha(\mathrm{m}))}
$$

which is clearly equivalent to (ii). In particular, we observe that $\delta(\mathrm{m})$ is even for $\mathrm{m}>2$ and that $\beta(\mathrm{m}) \mid 4$.

We now demonstrate the second equation of (iii). We first observe that if $\mathrm{m}^{\prime} \mid \mathrm{m}$, then $\mathrm{U}^{\delta(\mathrm{m})} \equiv \mathrm{I}\left(\bmod \mathrm{m}^{\prime}\right)$ and $\delta\left(\mathrm{m}^{\prime}\right) \mid \delta(\mathrm{m})$. Thus, since $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ both divide $\left[\mathrm{m}_{1}, \mathrm{~m}_{2}\right]$, it follows that $\delta\left(\left[\mathrm{m}_{1}, \mathrm{~m}_{2}\right]\right)$ is a common multiple of $\delta\left(\mathrm{m}_{1}\right)$ and $\delta\left(\mathrm{m}_{2}\right)$. On the other hand, suppose $\delta\left(\mathrm{m}_{1}\right)$ and $\delta\left(\mathrm{m}_{2}\right)$ both divide $\delta$. Since $\mathrm{U}^{\delta}$ is congruent to the identity matrix modulo both $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$, the congruence is also valid modulo $\left[\mathrm{m}_{1}, \mathrm{~m}_{2}\right]$. That is, $\delta\left(\left[\mathrm{m}_{1}, \mathrm{~m}_{2}\right]\right)$ divides $\delta$ and is therefore the least common multiple of $\delta\left(\mathrm{m}_{1}\right)$ and $\delta\left(\mathrm{m}_{2}\right)$.

We obtain similarly the first equation of (iii). Thus, we observe that both $\alpha$ and $\delta$ are factorable (l.c.m. multiplicative) functions of the argument $m$, which suggests next the consideration of property (iv).

Therefore, let $p$ be any odd prime and let $e$ be any positive integer. Since $U^{\delta}\left(\mathrm{p}^{\mathrm{e}}\right)=I+\mathrm{p}^{e} B$ for some matrix $B, U^{p \delta\left(p^{e}\right)}=\left(I+p^{e} B\right)^{p} \equiv I\left(\bmod p^{e^{+1}}\right)$. That is, $\delta\left(p^{\mathrm{e}+1}\right) \mid \mathrm{p} \delta\left(\mathrm{p}^{\mathrm{e}}\right)$. But obviously $\delta\left(\mathrm{p}^{\mathrm{e}}\right) \mid \delta\left(\mathrm{p}^{\mathrm{e}+1}\right)$. We conclude, since pis a prime, that $\delta\left(\mathrm{p}^{\mathrm{e}+1}\right)$ is either $\delta\left(\mathrm{p}^{\mathrm{e}}\right)$ or $\mathrm{p} \delta\left(\mathrm{p}^{\mathrm{e}}\right)$. In particular, $\delta\left(\mathrm{p}^{\mathrm{e}}\right) / \delta(\mathrm{p})$ is some non-negative power of p . Similarly, $\alpha\left(\mathrm{p}^{\mathrm{e}}\right) / \alpha(\mathrm{p})$ is some non-negative power of p . Recalling that for any given modulus the ratio of the period to the restricted period divides 4 and that $p$ is odd, it is immediate from the identity

$$
\frac{\alpha\left(\mathrm{p}^{\mathrm{e}}\right)}{\alpha(\mathrm{p})} \cdot \frac{\delta\left(\mathrm{p}^{\mathrm{e}}\right)}{\alpha\left(\mathrm{p}^{\mathrm{e}}\right)}=\frac{\delta\left(\mathrm{p}^{\mathrm{e}}\right)}{\delta(\mathrm{p})} \cdot \frac{\delta(\mathrm{p})}{\alpha(\mathrm{p})}
$$

that $\alpha\left(\mathrm{p}^{\mathrm{e}}\right) / \alpha(\mathrm{p})=\delta\left(\mathrm{p}^{\mathrm{e}}\right) / \delta(\mathrm{p})$ and $\delta\left(\mathrm{p}^{\mathrm{e}}\right) / \alpha\left(\mathrm{p}^{\mathrm{e}}\right)=\delta(\mathrm{p}) / \alpha(\mathrm{p})$.
Moreover, suppose that $\delta\left(\mathrm{p}^{\mathrm{e}+1}\right) \neq \delta\left(\mathrm{p}^{\mathrm{e}}\right)$. Then $\mathrm{U}^{\delta\left(\mathrm{p}^{\mathrm{e}}\right)}=\mathrm{I}+\mathrm{p}^{\mathrm{e}} \mathrm{B}$ with
$B \neq 0(\bmod p)$. Hence,

$$
\mathrm{U}^{\mathrm{p} \delta\left(\mathrm{p}^{\mathrm{e}}\right)}=\mathrm{I}+\mathrm{p}^{\mathrm{e}+1} \mathrm{~B} \neq \mathrm{I}\left(\bmod \mathrm{p}^{\mathrm{e}+2}\right)
$$

That is, if $\delta\left(p^{\mathrm{e}+1}\right)=\mathrm{p} \delta\left(\mathrm{p}^{\mathrm{e}}\right)$, then $\delta\left(\mathrm{p}^{\mathrm{e}+2}\right)=\mathrm{p} \delta\left(\mathrm{p}^{\mathrm{e}+1}\right)$. Consequently, if $\mathrm{e}(\mathrm{p})$ is the largest positive e such that $\delta\left(\mathrm{p}^{\mathrm{e}}\right)=\delta(\mathrm{p})$, then $\delta\left(\mathrm{p}^{\mathrm{e}}\right)=\delta(\mathrm{p})$ for $1 \leq \mathrm{e} \leq \mathrm{e}(\mathrm{p})$ and $\delta\left(p^{e}\right)=p^{e-e(p)} \delta(p)$ for $e>e(p)$. Finally, the existence of $e(p)$ is assured from a consideration of the alternative: if $U^{\delta(p)} \equiv \mathrm{I}\left(\bmod \mathrm{p}^{\mathrm{e}}\right), \mathrm{e}=1,2, \cdots$, then $\mathrm{U}^{\delta(\mathrm{p})}=\mathrm{I}$, which is impossible. This completes the proof of (iv).

It is of interest to remark that a test [17] with a digital computer has shown that $e(p)=1$ for all primes $p$ less than 10,000 . However, the problem of identifying the exceptional primes $p$ with $e(p)>1$ remains unsolved.

Finally, we prove property (v). For every prime p we define the restricted graph $R(p)$ of $U$ modulo $p$ to consist of the $p+1$ points $P_{0}=(0,1), P_{1}=(1,1)$, $\cdots, P_{p-1}=(p-1,1), P_{\infty}=(1,0)$ together with the collection of all directed edges $P_{i} \rightarrow P_{i}$, where $P_{i}$, is the unique point which is linearly dependent upon the matrix product $\mathrm{P}_{\mathrm{i}} \mathrm{U}$. (Contrast this with, for example, [5].) By way of illustration, $R(5)$ consists of the 1-cycle $P_{2} \rightarrow P_{2}$ and the 5-cycle $P_{0} \rightarrow P_{1} \rightarrow P_{3} \rightarrow P_{4}$ $\rightarrow P_{\infty} \rightarrow P_{0}$. In general, since this graph is determined by a one-to-one correspondence, it follows that $R(p)$ consists of a collection of disjoint cycles. (See for example [14] pp. 25-27.) Furthermore, it is clear that $P_{i}$ belongs to a 1-cycle (or in other words is a fixed point under the correspondence) if and only if $P_{i}$ is a characteristic vector of $U$ modulo $p$. Moreover, suppose that $P_{i}$ belongs to an $\alpha$-cycle with $\alpha>1$. Since $\left\{\mathrm{P}_{\mathrm{i}}, \mathrm{P}_{\mathrm{i}} \mathrm{U}\right\}$ is a linearly independent set, it follows that $P_{i} \mathrm{U}^{\alpha} \equiv \mathrm{sP}_{\mathrm{i}}(\bmod p)$ implies $\mathrm{U}^{\alpha} \equiv$ sI $(\bmod \mathrm{p})$, which means that $\alpha(\mathrm{p}) \mid \alpha$. Thus, since obviously $\alpha \mid \alpha(\mathrm{p}), \alpha=\alpha(\mathrm{p})$. That is, $\mathrm{R}(\mathrm{p})$ consists of a collection of 1 -cycles and $\alpha(\mathrm{p})$-cycles. Consequently, $\alpha(\mathrm{p}) \mid(\mathrm{p}+1-\mathrm{t})$,where t is the number of 1 -cycles of $R(p)$. But $t$ is also the number of linearly independent characteristic vectors of U modulo p , or equivalently the number of distinct roots modulo p of the minimum polynomial $\lambda^{2}-\lambda-1$ of $U$. Since the discriminant of this quadratic is 5 , it follows that t is 0,1 , or 2 according as the Legendre symbol $(5 / \mathrm{p})$ is -1 , 0 , or 1 .

That is, $\alpha(p) \mid(p-(5 / p))$, which means that $U^{p-(5 / p)} \equiv s I$ and $U^{p} \equiv \mathrm{SU}^{(5 / p)}(\bmod p)$, for some integer $s$ depending upon $p$. Now, considering the trace of each of the matrices in this last congruence, $\operatorname{tr} U^{5} \equiv 2 \mathrm{~s}(\bmod 5)$ and $\operatorname{tr} U^{p} \equiv(5 / \mathrm{p}) \mathrm{S}(\bmod p \neq 5)$. But, since $U^{-1}=U-I$ implies $U^{-p} \equiv U^{p}-I(\bmod p)$, we have $-\operatorname{tr} U^{p} \equiv \operatorname{tr} U^{p}-2$ and $\operatorname{tr} \mathrm{U}^{\mathrm{p}} \equiv 1(\bmod \mathrm{p})$. Therefore $\mathrm{U}^{5} \equiv 3 \mathrm{I}(\bmod 5)$ and

$$
\mathrm{U}^{\mathrm{p}-(5 / \mathrm{p})} \equiv(5 / \mathrm{p}) \mathrm{I} \quad(\bmod \mathrm{p} \neq 5)
$$

which establishes property (v). As a corollary we obtain the well-known congruence $u_{p} \equiv(5 / p)(\bmod p)$. Also, it is of interest to add that, by the quadratic reciprocity law, we have $(5 / \mathrm{p})=1$ if $\mathrm{p}=5 \mathrm{k} \pm 1$ and $(5 / \mathrm{p})=-1$ if $\mathrm{p}=5 \mathrm{k} \pm 2$.

Thus, by use of the Fibonacci matrix, we have established some of the principal arithmetical properties of the sequence $0,1,1,2, \cdots$. Although we may use this matrix to establish many other interesting properties and identities of the Fibonacci numbers, we feel that the foregoing is sufficient to illustrate the application of this tool (at least as far as the arithmetical properties are concerned). However, we indicate in conclusion how the idea may be readily adapted to the study of more general linear recurrent sequences.

Specifically, let $x_{0}, x_{1}, \cdots, x_{n}, \cdots$ be the sequence of integers satisfying the linear recurrence

$$
x_{n+r}=a_{1} x_{n+r-1}+\cdots+a_{r} x_{n}
$$

for $n \geq 0$ where $x_{0}, \ldots, x_{r-1}$ and $a_{1}, \ldots, a_{r}$ are given integers. A study of this linear recurrent sequence may be made by means of the equation $X_{n}=X_{0} A^{n}$, where $X_{n}=\left(x_{n}, \cdots, x_{n+r-1}\right)$ and

$$
A=\left[\begin{array}{cccc}
0 & \cdots & 0 & a_{r} \\
1 & \cdots & 0 a_{r-1} \\
& \cdots & \cdots & \cdots \\
0 & \cdots & 1 a_{1}
\end{array}\right] \text {. }
$$

Indeed, the arithmetical properties of this sequence may be investigated by a generalization of the methods suggested by this present paper. In particular, if $m$ is a positive integer such that $\left\{\mathrm{X}_{0}, \cdots, \mathrm{X}_{\mathrm{r}-1}\right\}$ is linearly independent modulo m , then
$X_{n} \equiv s X_{0}(\bmod m)$ if and only if $A^{n} \equiv s I(\bmod m)$. Furthermore, if $\left(m, a_{r}\right)=1$, then the determinant of $A$ is the unit $(-1)^{r-1} a_{r}$ modulo $m$ and the sequence of powers of this matrix reduced modulo $m$ is periodic. That is, under these assumptions, the periodic properties of the sequence of integers reduced modulo may me identified with those of the sequence $I, A, \cdots, A^{n}, \cdots$ reduced modulo $m$. For example, we have that (ii) above is a special case of the equation

$$
\delta(\mathrm{m})=\alpha(\mathrm{m}) \beta(\mathrm{m})=(\mathrm{r}, \beta(\mathrm{~m}))[\gamma(\mathrm{m}), \alpha(\mathrm{m})],
$$

where $r$ is the order of the recurrence, $\gamma(\mathrm{m})$ is the exponent of the determinant of A modulo $m$, and $\alpha(\mathrm{m}), \beta(\mathrm{m})$, and $\delta(\mathrm{m})$ are obvious extensions of the definitions above.
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