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1. INTRODUCTION 

With the aid of the Lagrange Theorem, Polya and Szego [10, pp. 3015 302, 

Problems 210, 214] deduced the very important expansions 

e-z =£ (w)nan + iy-\ w = _se*K ( 1 - 1 ) 
n = 0 n' 

and 

- f; fr)"a» + i)". (1.2) 
1 + zl n^0 nl 

For applications of the above equations, see Cohen [4], Knuth [8, Section 

2.3.4.4], Riordan [12, Section 4.5]. In fact, (1.1) was of interest to 

Ramanujan [11, p. 332, Question 738]. The higher-dimensional extensions 

and their ramifications were studied by Carlitz [1], [2], Cohen [5], and 

others. 

A two-dimensional generalization of (1.2) is one result presented in 

this paper: 

For a, A, a, c real or complex, 

2-r Z-r p \ k l 
p=0 k=0 r 

i _ acxy 

( I + 7 ) ( 1 + ? ) 
where the double series is assumed convergent. 

# 
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x = 0, along with other appropriate substitutions, reduces (1.3) to 
(1.2). For other similar two-dimensional exponential series, see Carlitz 

[2, Equations (1.4) and (1.9)] and Cohen [5, Equation 2.28]. 

With the aid of (1.3), we obtain a new convolution: 

I" (A + ep)"P["(A + op) ~}m-p\ (a + ak)f[(a + ak) .Jn~k 

v T* L (a + afe)-> Lfa + afe) J L a + gp)J L a + gp) J 
£ 0 ~ 0 pl(m - p)lkl(n - k)l 

= e!f* (-a/\y'in-d __ sH^ t^ A (-a/ays""* n ,. 
ml JTo (n - j)l mini ni f?Q (m - i) ! ' . U.<U 

(1.4) may be considered as a two-dimensional extension of the Abel-

type Gould [7] convolution. See also Carlitz [3] and, for another type 

of two-dimensional generalization, refer to Cohen [6]. Letting m = 0 in 
(1.4) and simplifying, one obtains the expressions (2) and (4) given in 

[6]. For an excellent discussion of convolutions, see Riordan [12, Sec-

tions 1.5 and 1.6]. 

A two-dimensional generalization of both (1.1) and (1.2) is also pre-

sented here: 

For a, A, y, a, c9 d real or complex, 

K x) U J e x P [ ( a + ak) + (x•+ gp) j 

fe = 0 p = 0 
^ *-» k ! p ! 

. (a + ak)k~pa + ap)p-/c"1(y + 4>)* = (A + ya\i) ' (1'5) 

where the double series is assumed convergent. 

y = 0 and simplification gives (1.1), and x = 0 and reduction yields 

(1.2). 

(1.5) is employed in the proof of the new expression: 

r-q+cp)1 p RX+op) , , r p r - ( a + a f c ) ( y + ^ ) T f(a+afe)(y+dp) 
L(a+afe)J L(«+afe)"*"sJ L (A+cp) J L (A+gp) 

n - fc 

& ? 0 £ ~ p! On - p) !fc! (n - fc) ! (A + op) 

_ sm y . ( -au/X) J t"- J
 n , . 

Am! ^ ( n - j ) ! ' U J 
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(1.6) may be regarded as a two-dimensional extension of the Abel-type 

Gould convolution to which it reduces for m = 0. 
Another generalization of (1.1) is the expression, 

*~OP-O *!P! t (a + afe) + (A + Cp) / 

• (a + ak)k-p-lW + bk)p(\ + cp)p"fc-1(y + dp)k 

= jx iF2 [1; (a/a) + L' (A/e) + ̂  (?-e)(¥-y)^]' (1'7) 
where a5 3, A, ys a5 Z?s c, d are real or complex, and the double series 
is assumed to be convergent. 

The ±F2 hypergeometric function is defined in Luke [9, p. 155], In 

fact, this particular function is called the "Lommel function," given by 

[9, p. 413, Equation 1]. Letting x = 0 in (1.7) gives (1.1). 
With the aid of (1.7), we are able to prove the expansion, 

/ f - ( g + bk)(X + gp)1p[(B + bk){X + op) . lm~p 

VL (a + ak) J L .(a + ak) sj 
f - ( a + afe)(u + dp)~]k[(a + ak) (u + dp) , ."|n"fe\ 

^r £ ' L a + gp) J L a + op) + *] / 
k = o P = o pi (m - p)\k\ in - k) I (a + ak) (X + cp) 

-o 0 B . O 1 ( B . O ! ( - + l ) < ( - + l ) aA 

where (a)n = (a)(a +1) ••• (a + n - 1) for n > 0, 

= 1 for n = 0. 

The proofs of Equations (1.3) through (1.8) are given in the follow-

ing section. 

2. PROOFS OF EQUATIONS (1.3) THROUGH (1.8) 

Proof of (1.3) 

Consider the expression 

00 JUL rV.m1,n 
E E ~^j(xD)n-m[xaa - xa)n](xD)m-n[xHl - xG)m]e (2 .1) 

m=0 n=0 m ' n ' 
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At x = 1, it may be expanded to give 

\m- n - co x „ y n n m (-n)k(a + ak)n-m(-m)p(\ + opf 
2^ 2-r i f 2L, 2^~" TTiZT] (2 .2) 

m = 0n = 0 m ' n ' k = 0p = 0 *"r ' 

= £ £ ^k)\l?)k ^v\Xr{Xl%\ + ^ a f c i 1 ( a + afe)fe-p(X + g p)^ f e . (2.3) 

The double series transformation, 

E E /(n, fc) - £ £ /(n + fe, fe) and (-n), = i " 1 ?*^ , , (2.4) 

is used over fc, n and p, m in going from (2.2) to (2.3). Also, after em-

ploying the transformation, the series over m and n are summed to give 
the exponentials. 

Returning to (2.1), it may be observed that the only contributions in 

that expression give 

E ^ E -TT1^ + ak)n\-n + £ x™am{-c)m (2.5) 
n=0 n ' k=0 K' m = 1 

acxy 
aX (2.6) 

(l + f)(, • f) 

(2.5) reduces to (2.6) with the aid of (2.4) and series simplification. 

Equating (2.3) and (2.6) gives the result (1.3). 

Proof of (1.4) 

Assuming (1.3), multiply both sides of that equation by exp [ sx + t?/] . 

The exponentials may be expanded, and the left-hand side assumes the form 

(2.7) 

£ £ £ E ("1 ) P ( - 1 ) sVo* + qfe) (A + ep)p 

m =0 n = 0 k = 0 p = 0 p • K • 

a" [(A + gp) . Ty"[(a + ak) ln . 
ml L(a + afc) J «! |_tt + op) * v\ 

The right-hand side may be expanded to give 
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(2.7) may be expressed as 

r-(X+gp)1pr-(a+g/c)1fer(X + op) T-p[(a + ak) , T'k 

v v ^ , * v f L(g + qfe)J la + ev)\ L(g + gfe) J La + cp) + 1 
(2.9) 

Comparing coefficients between Equations (2.8) and (2.9) gives the re-

sult (1.4). 

Proof of (1.5) 

Consider the expression 

£ £ £ 7 i L
r ( ^ ) n " m [ ^ a ( l - xa)n](y6)n\x d {xDT-n-x[xx{\ - xc)m}\ , 

n = 0 m = 0 m-n- L J 

(2.10) 

where y - x°'d, D = £ , 6 = ^ . 
Following the procedure adopted in the proof of (1.3), (2.10) assumes 

the form 

v- v* (-^)P(-.v)fe f ^ q + op) z/(a + qfe)(u + dp)~] 
^ L plkl e x p L ( a + ak) (A + op) J 

p = 0 k = 0 L 

'• (a + ak)k'p(X + cp^-*-1^ + Jp)fe. (2.11) 

Referring to (2.10), it may be seen that at x = 1 for n> m9 only m = 0 
contributes and for n < m, the expression is zero. Hence, we have 

x i W- <2-'« n = 0 

Equating (2.11) and (2.12) gives the result (1.5). 

Proof of (1.6) 

Following the procedure given in the proof of (1.4), the left-hand 

side of (1.5) multiplied by ewp[sx+ ty] may be expanded as 

t t t t ( ~ 1 ) P ( ;^'Aa + ak)k-?(\ + gp)p-fe-1(y + dp)k 

k = 0 P = 0 m = 0 n = 0 P " K" 

ml 
(A + op) T.Vn[(a + ak)(\i + dp) 
(a + ak) J nil (A + op) + t (2.13) 
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The right-hand side reduces to 

i i l f. A xmynsm A {-a\i/\ytn~3 

n m = 0 n = 0 "'• j =0 ^n 3} ! 

Equating coefficients in (2.13) and (2.14) gives Equation (1.6). 

Proof of (1.7) 

Consider the operators 

n = 0 m=0 "L'n' L J 

• (y282r^x-a+-§r(xD)n-m-1[xaa - a:")"]], (2.15) 

where yx = x°>*, y2 = x"*>, D E £ , 6X = -£-, 62 = J-. 

As in the proof of (1«,3) and (1.5) 9 (2.15) reduces to 

V V (-x)P(-y)k )x(g + bk){\ + op) y(a + afe)(y + dp)\ 
p~0 iho P!fc! S X P ( (a + a W + (A+cp) J 

• (a + afe)fc-p-1(g + bk)p(X + cp)p~k_1(y + 4>)fc. (2.16) 

Now, looking at (2.15), at x = 1, and noting that 

- (-n),(3 + mn
 n<.(,-f)nr(l) 

h kia + ch) " c r ( A + n + 1 ) ( 2 ' 1 7 ) 

with the only contributions coming from m = n, one has the reduced ex-
pression 

<*£0~ ( « + A ( i + 1 ) (2a8) 

Comparing (2.16) and (2.18) gives (1.7). 

Proof of (1.8) 
Assuming the expansion (1.7) and following the type of proof adopted 

for (1.6), with suitable modifications. Equation (1.8) is obtained. 
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