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T. A. Brennan [3| obtained the characteristic polynomial for the $k$ by $k$ matrix $P_{k}=\left[P_{i j}\right]$, with the binomial coefficient $\binom{i-I}{k-j}$ as the element $P_{i j}$ in the $i$-th row and $j$-th column. See [6] and $|7|$ for special cases. L. Carlitz [5| used another method involving some very interesting identities to achieve the same result. In this paper we find the characteristic polynomial for a generalization of the $P_{k}$. Let $F$ be a field of characteristic zero, let $p$ and $q$ be in $F$, and let

$$
\begin{equation*}
y_{n+2}=q y_{n}+p y_{n+1}, q \neq 0 \tag{1}
\end{equation*}
$$

be a second order homogeneous linear difference equation over $F$. We restrict $n$ to be an integer in (1). Let $a$ and $b$ be the zeros of the auxiliary polynomial

$$
x^{2}-p x-q=(x-a)(x-b)
$$

of (l). We deal only with the case in which (1) is ordinary in the sense of R. F. Torretto and J. A. Fuchs [4], i.e., we assume that either $a=b$ or $a^{n} \neq b^{n}$ for all positive integers $n$. Using the notation of E. Lucas [1] we let $U_{n}$ be the solution $\left(a^{n}-b^{n}\right) /(a-b)$ of (1). Also we use the notation of [3] and [4] for the generalized binomial coefficient

$$
\left[\begin{array}{c}
\mathrm{m} \\
j
\end{array}\right]=\frac{\mathrm{U}_{\mathrm{m}} \mathrm{U}_{\mathrm{m}-1} \cdots \mathrm{U}_{\mathrm{m}-\mathrm{j}+1}}{\mathrm{U}_{1} \mathrm{U}_{2} \cdots \mathrm{U}_{\mathrm{j}}},\left[\begin{array}{c}
\mathrm{m} \\
0
\end{array}\right]=1
$$

of D. Jarden [2].
Jarden showed that the product $z_{n}$ of the $n$-th terms of $k-1$ solutions of (l) satisfies

$$
\sum_{h=0}^{k}(-1)^{h}\left[\begin{array}{l}
k  \tag{2}\\
h
\end{array}\right](-q)^{h(h-1) / 2_{z}}{ }_{n-h}=0
$$

Torretto and Fuchs showed that (l) is ordinary if and only if the "sequences" (i.e., functions of the integral variable $n$ )

$$
\begin{equation*}
z_{n}(i, k)=U_{n}^{k-i} U_{n+1}^{i-1} ; i=1,2, \ldots, k \tag{3}
\end{equation*}
$$

form a basis for the vector space of all sequences satisfying (2).
Let $C_{n}=C_{n}(k)$ be the $k$-dimensional column vector with $z_{n}(i, k)$ the element in the i-th row and let $S=S(k)$ be the $k$ by $k$ matrix $\left[s_{i j}\right]$ with

$$
\begin{equation*}
s_{i j}=\binom{i-1}{k-1} q^{k-j_{p} i+j-k-1} . \tag{4}
\end{equation*}
$$

We show below that $S$ has the shifting property $\mathrm{SC}_{\mathrm{n}}=\mathrm{C}_{\mathrm{n}+1}$ and that the characteristic polynomial of $S$ is the auxiliary polynomial

$$
f(X)=\sum_{h=0}^{k}(-I)^{h}\left[\begin{array}{l}
k  \tag{5}\\
h
\end{array}\right](-q)^{h(h-1) / 2} X^{n-h}
$$

of the difference equation (2).
Using (3) and (1) we have,
(6) $z_{n+1}(i, k)=U_{n+1}^{k-i}\left(q U_{n}+p U_{n+1}\right)^{i-1}=\sum_{h=0}^{i-1}\binom{i-1}{h} q^{h} p^{i-1-h} U_{n}^{h} U_{n+1}^{k-1-h}$.

Letting $h=k-j$ in (6) and reversing the order of the terms leads to

$$
\begin{equation*}
z_{n+1}(i, k)=\sum_{j=k+1-i}^{k}\binom{i-1}{k-j} q^{k-j} p^{i+j-k-1} U_{n}^{k-j} U_{n+1}^{j-1} \tag{7}
\end{equation*}
$$

Using (4) and the fact that $\binom{m}{r}=0$ for $m<r$, we can rewrite (7) as

$$
\begin{equation*}
z_{n+1}(i, k)=\sum_{j=1}^{k} s_{i j} z_{n}(j, k) \tag{8}
\end{equation*}
$$

Let $T=\left[t_{i j}\right]$ be the matrix $f(S)$, where $f(X)$ is as defined in (5). In matrix notation (8) is $\mathrm{SC}_{\mathrm{n}}=\mathrm{C}_{\mathrm{n}+1}$. By induction it follows that $S^{i} C_{n}=C_{n+i}$. Since the elements of the $C_{n}$ in a fixed position satisfy
the difference equation (2), so do the vectors $C_{n}$. This is equivalent to $\mathrm{TC}_{\mathrm{n}}=0$ for all integers n , i.e.,

$$
\begin{equation*}
t_{i 1} z_{n}(1, k)+t_{i 2} z_{n}(2, k)+\ldots+t_{i k} z_{n}(k, k)=0 \tag{9}
\end{equation*}
$$

for all $n$. Since it was proved in [3] that the sequences

$$
z_{n}(I, k), \ldots, z_{n}(k, k)
$$

are linearly independent, (9) implies that each $t_{i j}=0$. Hence $T \equiv 0$ and we have shown that $S$ satisfies $f(X)=0$. Let $g(X)=0$ be the monic polynomial equation of least degree over $K$ for which $g(S)=0$. Then $g(X)$ divides $f(X)$.

Clearlythe last column of $S$ is $C_{1}$. Since only the last column of $S^{n}$ is involved in finding the last column of $S^{n+1}$ by the formula $S \cdot S^{n}=S^{n+1}$ and since $S C_{n}=C_{n+1}$, it follows by induction that the last column of $S^{n}$ is $C_{n}$. In particular, the element in the first row and $k$-th column of $S^{n}$ is $z_{n}(1, k)$, which we shorten to $z_{n}$ in what follows. By definition

$$
z_{n}=U_{n}^{k-1}=\left[\left(a^{n}-b^{n}\right) /(a-b)\right]^{k-1}
$$

Expanding the binomial $\left(a^{n}-b^{n}\right)^{k-1}$ we see that

$$
\begin{equation*}
z_{n}=c_{1}\left(a^{k-1}\right)^{n}+c_{2}\left(a^{k-2} b\right)^{n}+\ldots+c_{k}\left(b^{k-1}\right)^{n} \tag{10}
\end{equation*}
$$

with each $c_{h}$ different from zero.
Since $g(S)=0$, the elements in the $S^{n}$ in a fixed position, and in particular the $z_{n}$, satisfies the difference equation for which $g(x)$ is the auxiliary polynomial. Jarden showed in [5] that the zeros of $f(x)$ are

$$
\begin{equation*}
a^{k-1}, a^{k-2} b, a^{k-3} b^{2}, \ldots, b^{k-1} \tag{11}
\end{equation*}
$$

The zeros of $g(x)$ thus are some or all of these zeros of $f(x)$. If $f(x) \neq g(x)$, then $g(x)$ has lower degree than $f(x)$ and so

$$
z_{n}=d_{1} r_{1}^{n}+d_{2} r_{2}^{n}+\ldots+d_{m} r_{m}^{n}
$$

with $m<k$, the $d_{i}$ in $F$, and each $r_{i}$ one of the elements of (11). Since no $c_{h}$ in (10) is zero, this would meanthat (10) is not unique and hence that the sequences $\left(a^{h} b^{k-1-h}\right)^{n}, 0 \leq h \leq k-1$, are linearly dependent. As in [4], this would contradict the fact that (1) is ordinary. Hence $f(X) \equiv g(X)$. Since the characteristic polynomial $\phi(X)$ of $S$ is monic, of degree $k$, and a multiple of $g(X), \phi(X)$ mustalso be $f(X)$ and (ll) gives the characteristic values of $S$. This completes the proof.
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A more extensive analysis of the generated compositions which yield Fibonacci numbers will be jointly attempted by Dr. Hoggatt and the author in a subsequent paper. In addition, the author is planning to submit some papers in the future, which will furnish some original models and theorems connected with Fibonacci numbers and their properties. These models and theorems have been incorporated in part in the author's doctoral thesis, which has been cited as a reference in this article.
