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1. INTRODUCTION

The study of GCD matrices was initiated by Beslin and Ligh [5]. In that paper the authors
investigated GCD matrices in the direction of their structure, determinant, and arithmetic in Z,.
The determinants of GCD matrices were investigated in [6] and [11]. Furthermore, many other
results on GCD matrices were established or conjectured (see [2]-[4], [7]-[10], and [12]).

In this paper we define an nxn matrix S =(s;), where s, = (i;jf )
Hilbert-Smith matrix." In the second section we calculate the determinant and the inverse of the
almost Hilbert-Smith matrix. In the last section we consider a generalization of the almost Hilbert-

Smith matrix.

2. THE STRUCTURE OF THE ALMOST HILBERT-SMITH MATRIX

The n x n matrix § = (s;;), where s;; = i’,jL), is called the almost Hilbert-Smith matrix. In this
section we present a structure theorem and then calculate the value of the determinant of the
almost Hilbert-Smith matrix. The following theorem describes the structure of the almost Hilbert-

Smith matrix.
Theorem I: Let S=(s;) be the nxn almost Hilbert-Smith matrix. Define the nxn matrix
=(a;) by
D i
0 otherwise,

a,=
where ¢ is Euler's totient function. Then § = AA".
Proof: The ij-entry in AA” is

(AAT)ij:‘iaika Z\/¢(k )Z¢](I - Z d(k) = (’ ]) 0
k=1 i ij )

Corollary 1: The almost Hilbert-Smith matrix is positive definite, and hence invertible.

Proof: The matrix 4 = (a;;) is a lower triangular matrix and its diagonal is

(MMZ_) W)
T

It is clear that det 4 = L[#(1)¢(2)... #(m)]"? and #(}) >0 for 1<i <n. Since det 4 >0, rank(S) =
rank(AAT) = rank(A) = n. Thus, S is positive definite. O
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Corollary 2: If § is the n x n almost Hilbert-Smith matrix, then
detS = d(D@(Q2)... ¢(n).

1
(n!)*
Proof: By Theorem 1, and since the matrix 4 is a lower triangular matrix, the result is
immediate. O

The matrix 4 in Theorem 1 can be written as 4 = EA'?, where the n x n matrices E = (e, )
and A =diag(A,, A,, ..., A,) are given by

1 o ip

o=17 W M
0 otherwise,

and A; = ¢(j). Thus, §= AAT = (ENVEN'?)T = EAET.

Theorem 2: Let S = (s;;) be the n x n almost Hilbert-Smith matrix. Then the inverse of § is the

matrix B = (;;) such that
_ k
by =% gt 5)

Jlk

where 1 denotes the Mobius function.
Proof: Let E = (¢;;) be the matrix defined in (1) and the 7 x n matrix U = () be defined as

follows:
(i o oer s
- if j|i,
4y = ],U( ]] Jl

0 otherwise.

Calculating the ij-entry of the product EU gives

E - —_ == k =
( U)lj Z €ty = kzlil‘]'u(_]) 11%_”() {0 ifi#j.
Jlk !

Hence, U = E™'. If A =diag(¢(1), #(2),..., §(), then § = EAE”. Thus, S~ =U"A'U = (b)),
where

b, =(U'NU), Zl ¢(k)uk1uk1 ’J%‘:¢(k) ( ) (i) .
Jlk

Example 1: Let S = (s;;) be the 4 x 4 almost Hilbert-Smith matrix,

1 1 1
12 3 %
P
S_L_L_LL
3 6 3 12
11 1 1
4 4 12 4

By Theorem 2, $™' = (,,), where
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b =11 (#(l)ﬂ(l) H2p2) , pOUG) H(4)ﬂ(4))
g(1) $(2) #(3) 4(4) 2’

b12=1-2( p@pO | /u(4),u(2)) L2, by =1.3.H4OH0 _ 3

$(2) (4 $(3) 2’
g ) o [#0p) | pHDpR) _
b,=14- 34 =0, b2—22( 4(2) ) ) 6, by =
bys=2-4- ,u(;zzt)(l) —4, by =3-3- ﬂ(;%:l;)(l) g, by, =0, by =4-4. ”22’3)(1) 8.
Therefore, since S~ is symmetric, we have
$ 2 -2 0
i |2 6 0 -4
-3 0 2 of

6 4 0 -8

3. GENERALIZATION OF THE ALMOST HILBERT-SMITH MATRIX

In this section we consider an n x n matrix, the ij-entry of which is the positive m™ power of
the ij-entry of the almost Hilbert-Smith matrix:

MR UY) i
ij = ,mjm )
Let m be a positive integer and let § = (s;;) be the 7 x 7 almost Hilbert-Smith matrix. Define
an » x 7 matrix 8™, the ij-entry of which is s”' Then
_G0" ¥ Iulk)
imjm kl(i’ j) lmjm
where J,, is Jordan's generalization of Euler's totient function [1], given by

J)=3 e ,u( )

elk

iy

Theorem 3: Let C=(c;) be an n x n matrix defined by
VInU)
im

0 otherwise.

if jli,

Then §™ = CC”.
Proof: The jj-entry in CCT is

k)
ccn, Z sy = T L0 ‘”(

klx

1
= 2 (k) - (lm]?n U a
T ke rJ
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Corollary 3: The matrix §” = (s]}) is positive definite, and hence invertible.
Proof: The matrix C = (c;;) is a lower triangular matrix and its diagonal is

(\/Jma) V@) M(n))_

R R
It is clear that

detC—( % [J,()J,2)... J, )]

and J,(i)>0 for 1<i<n. Since detC >0, rank(S™) = rank(CC”) = rank(C) =n. Thus, S" is
positive definite. O

then

Corollary 4: If §" = (s,J is the n x n matrix whose ij-entry is 5 =

lmm’

detS” = (')ZmJ(l) (). ], ().

Proof: By Theorem 3, and since the matrix C is a lower triangular matrix, the result is imme-
diate. O

Example 2: Consider S*, where S is the 5 x 5 almost Hilbert-Smith matrix. Then

(1 1 L L L]
8 27 6 125
1 1 1 1 _1_
g8 8 216 64 1000
=% 2% ¥ vm W5
4 1 1 1 _1_
64 64 1728 64 8000
4 1 1 _1 1
| T25 T000 3375 8000 125 |
By Corollary 4, we have
s 10747
We now define the 7 x n matrices D = (d;;) and Q = diag(w,, @,, ..., w,) by
1 o
- if 1,
d,={m ] @
0 otherwise,

and ; = J,(j). Then the matrix C =(c;) can be written as C = DQ"?. Thus, we have
S = CCT = (DQV?)(DQY2)T = DQDT,

Theorem 4: The inverse of the matrix S” = (s7;) is the matrix G = (g;;), where

% T ( ) (ﬁ)

Jlk

Proof: Let D = (d;;) be the matrix defined in (2) and the 7 x n matrix V" = (v;) be defined as
follows:
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o (1) ips
Y u(j) if jli,

i
0 otherwise.

Calculating the ij-entry of the product DV gives

n 1., (k
DY), =3 dyy =3 L ﬂ(—-)
k=1 1;{[;{" J
J

" 1 ifi=j,
=l.,,72u(k)={0 N
! k[

ifi#j.

Hence, V =D™'. If Q=diag(J,(1), J,(2),..., J,(n), then " =DQD”. Therefore, (™)' =
VIQW =G =(g;), where

—@ra), =3 Ly 5),
= ZJ(k) v = ,,kJ(k) ( ) ( D

- Jlk

Example 3: If S? is the 4 x 4 almost Hilbert-Smith matrix, then

1 1 1
1t 3 ]
1 1 1 1
2 | 4 4 36 16
§°= 1 1 1 17
9 36 9 144
1 1 1 L
16 16 144 16

Moreover

d =11 (#(1)#(1) L Q) | pOuE) |, p@p())_ 35

L0 L@ | L0 | L@ ) 24

_ pRp)  pOu2))__4 pOpd _ 9
d“"”( 52 J2(4)) R A B

dy=1.45O80 o 4, 2( pOpQ@ | ﬂ(2)u(2)) D, 40,

S, (4) 5, (2) J,(4)
HRp) _ pOp@) _81 _ pOp@) _
dyy =2-4- @ 3, dy =33 5 "8 dyy =0, dyy=4-4- 7@ 3

Therefore, since (S?)~! is symmetric, we have

35 4 9
2% ~3 "85 0
_4 20 o _1
(SZ)— 3 3 3
-2 90 81 ol
8 8
16 64
0 3 0 3
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