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## PROBLEMS PROPOSED IN THIS ISSUE

## H-589 Proposed by Robert DiSario, Bryant College, Smithfield, RI

Let $f(n)=F(F(n))$, where $F(n)$ is the $n^{\text {th }}$ Fibonacci number. Show that

$$
f(n)=\frac{(f(n-1))^{2}-(-1)^{F(n)}(f(n-2))^{2}}{f(n-3)}
$$

for $n>3$.

## H-590 Proposed by Florian Luca, Campus Morelia, Michoacan, Mexico

For any positive integer $k$, let $\phi(k), \sigma(k), \tau(k), \Omega(k), \omega(k)$ be the Euler function of $k$, the sum of divisors function of $k$, the number of divisors function of $k$, and the number of prime divisors function of $k$ (where the primes are counted with or without multiplicity), respectively.

1. Show that $n \mid \phi\left(F_{n}\right)$ holds for infinitely many $n$.
2. Show that $n \mid \sigma\left(F_{n}\right)$ holds for infinitely many $n$.
3. Show that $n \mid \tau\left(F_{n}\right)$ holds for infinitely many $n$.
4. Show that for no $n>1$ can $n$ divide either $\Omega\left(F_{n}\right)$ or $\omega\left(F_{n}\right)$.

## H-591 Proposed by H.-J. Seiffert, Berlin, Germany

Prove that, for all positive integers $n$,
(c)
(d)

$$
\begin{align*}
& 5^{n} F_{2 n-1}=\sum_{\substack{k=0 \\
5 \nmid 2 n-k+3}}^{2 n}(-1)^{[(4 n+3 k) / 5]}\binom{4 n+1}{k},  \tag{a}\\
& 5^{n} L_{2 n}= \sum_{\substack{k=0 \\
5 / 2 n-k+4}}^{2 n+1}(-1)^{[(4 n+3 k-3) / 5]}\binom{4 n+3}{k},  \tag{b}\\
& 5^{n-1} F_{2 n}= \sum_{\substack{k=0 \\
5 / 2 n-k+1}}(-1)^{[(8 n+k+3) / 5]}\binom{4 n-3}{k}, \\
& 5^{n-1} \mathbb{L}_{2 n+1}=\sum_{\substack{2 n-1}}^{2 n-1)^{[(8 n+k+2) / 5]}\binom{4 n-1}{k},}
\end{align*}
$$

where [ ] denotes the greatest integer function.

## H-592 Proposed by N. Gautheir \& J. R. Gosselin, Royal Military College of Canada

For integers $m \geq 1, n \geq 2$, let $X$ be a nontrivial $n \times n$ matrix such that

$$
\begin{equation*}
X^{2}=x X+y I, \tag{1}
\end{equation*}
$$

where $x, y$ are indeterminates and $I$ is a unit matrix. (By definition, a trivial matrix is diagonal.) Then consider the Fibonacci and Lucas sequences of polynomials, $\left\{F_{l}(x, y)\right\}_{l=0}^{\infty}$ and $\left\{L_{l}(x, y)\right\}_{l=0}^{\infty}$, defined by the recurrences

$$
\begin{array}{ll}
F_{0}(x, y)=0, & F_{1}(x, y)=1, \quad F_{l+2}(x, y)=x F_{l+1}(\dot{x}, y)+y F_{l}(x, y),  \tag{2}\\
L_{0}(x, y)=2, & L_{1}(x, y)=x, \\
L_{l+2}(x, y)=x L_{l+1}(x, y)+y L_{l}(x, y),
\end{array}
$$

respectively.
a. Show that

$$
X^{m}=a_{m} X+b_{m} y I \text { and that } X^{m}+(-y)^{m} X^{-m}=c_{m} I,
$$

where $a_{m}, b_{m}$, and $c_{m}$ are to be expressed in closed form as functions of the polynomials (2).
b. Now let

$$
f(\lambda ; x, y) \equiv|\lambda I-X| \equiv \sum_{m=0}^{n}(-1)^{n-m} \lambda_{n-m} \lambda^{m}
$$

be the characteristic (monic) polynomial associated to $X$, where the set of coefficients,

$$
\left\{\lambda_{l} \equiv \lambda_{l}(x, y) ; 0 \leq l \leq n\right\}
$$

is entirely determined from the defining relation for $f(\lambda ; x, y)$. For example, $\lambda_{0}=1, \lambda_{1}=\operatorname{tr}(X)$, $\lambda_{n}=\operatorname{det}(X)$, etc. Show that

$$
\sum_{m=1}^{n}(-1)^{m} \lambda_{n-m} F_{m}(x, y)=0 \text { and that } y \sum_{m=1}^{n}(-1)^{m} \lambda_{n-m} F_{m-1}(x, y)+\lambda_{n}=0 .
$$

## SOLUTIONS

## A Fine Product

## H-577 Proposed by Paul S. Bruckman, Sacramento, CA (Vol. 39, no. 5, November 2001)

Define the following constant: $C \equiv \prod_{p}\{1-1 / p(p-1)\}$ as an infinite product over all primes $p$.
(A) Show that

$$
\sum_{n=1}^{\infty} \mu(n) /\{n \phi(n)\}
$$

where $\mu(n)$ and $\phi(n)$ are the Möbius and Euler functions, respectively.

## Solution by Naim Tuglu, Turkey

$$
\sum_{n=1}^{\infty} \mu(n) /\{n \phi(n)\}=\lim _{m \rightarrow \infty} \sum_{d \mid m} \mu(d) /\{d \phi(d)\} .
$$

If $f$ is a multiplicative arithmetic function, then

$$
\sum_{d \mid r} \mu(d) f(d)=\prod_{p}(1-f(p)),
$$

where $p$ is prime less than $r$.
If the Euler function $\phi(r)$ is multiplicative, then $f(r)=\frac{1}{r \phi(r)}$ is a multiplicative function; so

$$
\sum_{d \mid m} \mu(d) /\{d \phi(d)\}=\prod_{p}\left\{1-\frac{1}{p \phi(p)}\right\} .
$$

If $p$ is prime, then $\phi(p)=p-1$, and we have

$$
\sum_{d \mid m} \mu(d) /\{d \phi(d)\}=\prod_{p}\left\{1-\frac{1}{p(p-1)}\right\},
$$

where $p$ is prime less than $m$; therefore,

$$
\sum_{n=1}^{\infty} \mu(n) /\{n \phi(n)\}=\lim _{m \rightarrow \infty} \prod_{p}\left\{1-\frac{1}{p(p-1)}\right\}
$$

is an infinite product over all primes $p$.

## Firm Matrices

## H-578 Proposed by N. Gauthier \& J. R. Gosselin, Royal Military College of Canada (Vol. 39, no. 5, November 2001)

In Problem B-863, S. Rabinowitz gave a set of four $2 \times 2$ matrices which are particular solutions of the matrix equation

$$
\begin{equation*}
X^{2}=X+I, \tag{1}
\end{equation*}
$$

where $I$ is the unit matrix [The Fibonacci Quarterly 36.5 (1998); solved by H. Kappus, 37.3 (1999)]. The matrices presented by Rabinowitz are not diagonal (i.e., they are nontrivial), have determinant -1 and trace +1 .
a. Find the complete set $\{X\}$ of the nontrivial solutions of (1) and establish whether the properties $\operatorname{det}(X)=-1$ and $\operatorname{tr}(X)=+1$ hold generally.
b. Determine the complete set $\{X\}$ of the nontrivial solutions of the generalized characteristic equation

$$
\begin{equation*}
X^{2}=x X+y I \tag{2}
\end{equation*}
$$

for the $2 \times 2$ Fibonacci matrix sequence $X^{n+2}=x X^{n+1}+y X^{n}, n=0,1,2, \ldots$, where $x$ and $y$ are arbitrary parameters such that $x^{2} / 4+y \neq 0$; obtain expressions for the determinant and for the trace.

## Solution by Walther Janous, Innsbruck, Austria

It is enough to deal with part $b$ (clearly containing the first question $a$ ).
Let the matrix $X$ under consideration be given as $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Then for $X$ it has to hold that

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]^{2}-x \cdot\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]-y \cdot\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],
$$

i.e. (upon factorization of the left-hand side),

$$
\left[\begin{array}{cc}
-a \cdot x-y+a^{2}+b \cdot c & -b \cdot(x-a-d) \\
-c \cdot(x-a-d) & -d \cdot x-y+b \cdot c+d^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

Therefore, we have to distinguish several cases.
CASE 1. $b=0$. Then

$$
\begin{array}{r}
{\left[\begin{array}{cc}
-a \cdot x-y+a^{2}+0 \cdot c & -0 \cdot(x-a-d) \\
-c \cdot(x-a-d) & -d \cdot x-y+0 \cdot c+d^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],} \\
{\left[\begin{array}{cc}
-a \cdot x-y+a^{2} & 0 \\
-c \cdot(x-a-d) & -d \cdot x-y+d^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .}
\end{array}
$$

Case 1.1. $c=0$. Then

$$
\begin{aligned}
& {\left[\begin{array}{cc}
-a \cdot x-y+a^{2} & 0 \\
-0 \cdot(x-a-d) & -d \cdot x-y+d^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]} \\
& {\left[\begin{array}{cc}
-a \cdot x-y+a^{2} & 0 \\
0 & -d \cdot x-y+d^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]}
\end{aligned}
$$

yielding, for the entries $a$ and $d$, the possibilities

$$
\begin{aligned}
& {\left[a=\frac{\sqrt{\left(x^{2}+4 \cdot y\right)+x}}{2} \wedge d=\frac{\sqrt{\left(x^{2}+4 \cdot y\right)+x}}{2}, a=\frac{\sqrt{\left(x^{2}+4 \cdot y\right)+x}}{2} \wedge d=\frac{x-\sqrt{\left(x^{2}+4 \cdot y\right)}}{2}\right.} \\
& \left.a=\frac{x-\sqrt{\left(x^{2}+4 \cdot y\right)}}{2} \wedge d=\frac{\sqrt{\left(x^{2}+4 \cdot y\right)+x}}{2}, a=\frac{x-\sqrt{\left(x^{2}+4 \cdot y\right)}}{2} \wedge d=\frac{x-\sqrt{\left(x^{2}+4 \cdot y\right)}}{2}\right]
\end{aligned}
$$

All of these solutions yield desired matrices $X$ of type $\left[\begin{array}{cc}a & 0 \\ 0 & d\end{array}\right]$ having $\operatorname{det}(X)=a * d$ and $\operatorname{tr}(X)=$ $a+d$.

Remark: From these possibilities, it is easily derived that for part a the two stated properties $\operatorname{det}(X)=-1$ and $\operatorname{tr}(X)=+1$ do not hold in general!

Case 1.2. $c \neq 0$. Then $x-a-d=0$, i.e., $d=x-a$, whence

$$
\begin{array}{r}
{\left[\begin{array}{cc}
-a \cdot x-y+a^{2} & 0 \\
-c \cdot(x-a-(x-a)) & -(x-a) \cdot x-y+(x-a)^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],} \\
{\left[\begin{array}{cc}
-a \cdot x-y+a^{2} & 0 \\
0 & -a \cdot x-y+a^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]}
\end{array}
$$

Therefore the entry $a$ has to be

$$
\left[a=\frac{\sqrt{\left(x^{2}+4 \cdot y\right)+x}}{2}, a=\frac{\sqrt{\left(x^{2}+4 \cdot y\right)}}{2}\right]
$$

with the corresponding possibilities of $d(=x-a)$ :

$$
\left[d=\frac{x-\sqrt{\left(x^{2}+4 \cdot y\right)}}{2}, d=\frac{x-\sqrt{\left(x^{2}+4 \cdot y\right)+x}}{2}\right]
$$

Hence, all matrices $X$ of type $\left[\begin{array}{ll}a & 0 \\ c & d\end{array}\right]$ are of the desired kind. Their determinants and traces are $a * d$ and $a+d$, respectively.
CASE 2. " $c=0$ ", and its only 'new' subcase $b \neq 0$, are dealt with in a manner similar to that shown above.

Thus, we are left with
CASE 3. $b \neq 0$ and $c \neq 0$. Then $x-a-d=0$, whence $d=x-a$ and, further,

$$
\begin{array}{r}
{\left[\begin{array}{cc}
-a \cdot x-y+a^{2}+b \cdot c & -b \cdot x+a \cdot b+b \cdot(x-a) \\
-c \cdot x+a \cdot c+c \cdot(x-a) & -(x-a) \cdot x-y+b \cdot c+(x-a)^{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],} \\
{\left[\begin{array}{cc}
-a \cdot x-y+a^{2}+b \cdot c & 0 \\
0 & -a \cdot x-y+a^{2}+b \cdot c
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .}
\end{array}
$$

Thus, we get (with $a$ and $b$ arbitrary)

$$
\left[c=\frac{a \cdot x+y-a^{2}}{b}\right] .
$$

Therefore, finally, the matrices $X$ for this case are

$$
\left[\begin{array}{cc}
a & b \\
\frac{a \cdot x+y-a^{2}}{b} & x-a
\end{array}\right] \text { having } \operatorname{tr}(X)=x \text {, and } \operatorname{det}\left[\begin{array}{cc}
a & b \\
\frac{a \cdot x+y-a^{2}}{b} & x-a
\end{array}\right]=-y \text {. }
$$

Also solved by P. Bruckman, M. Catalani, O. Furdui, J. Morrison, and H.-J. Seiffert.

## A Lesser Problem

## H-581 Proposed by José Luis Díaz, Polytechnic University of Catalunya, Spain (Vol. 40, no. 1, February 2002)

Let $n$ be a positive integer. Prove that
(a) $F_{n}^{F_{n+1}}+F_{n+1}^{F_{n+2}}+F_{n+2}^{F_{n}}<F_{n}^{F_{n}}+F_{n+1}^{F_{n+1}}+F_{n+2}^{F_{n+2}}$.
(b) $F_{n}^{F_{n+1}} F_{n+1}^{F_{n+2}} F_{n+2}^{F_{n}}<F_{n}^{F_{n}} F_{n+1}^{F_{n+1}} F_{n+2}^{F_{n+2}}$.

## Solution by the proposer

Part (a) trivially holds if $n=1,2$. In order to prove the general statement, we observe that

$$
\begin{aligned}
& \left(F_{n}^{F_{n}}+F_{n+1}^{F_{n+1}}+F_{n+2}^{F_{n+2}}\right)-\left(F_{n}^{F_{n+1}}+F_{n+1}^{F_{n+2}}+F_{n+2}^{F_{n}}\right) \\
& =\left[\left(F_{n}^{F_{n}}+F_{n+1}^{F_{n+1}}\right)-\left(F_{n}^{F_{n+1}}+F_{n+1}^{F_{n}}\right)\right]+\left[\left(F_{n+2}^{F_{n+2}}-F_{n+2}^{F_{n}}\right)-\left(F_{n+1}^{F_{n+2}}-F_{n+1}^{F_{n}}\right)\right] .
\end{aligned}
$$

Therefore, our statement will be established if we prove that, for $n \geq 3$,

$$
\begin{equation*}
F_{n}^{F_{n+1}}+F_{n+1}^{F_{n}}<F_{n}^{F_{n}}+F_{n+1}^{F_{n+1}} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{n+1}^{F_{n+2}}-F_{n+1}^{F_{n}}<F_{n+2}^{F_{n+2}}-F_{n+2}^{F_{n}} \tag{2}
\end{equation*}
$$

hold.
In fact, we consider the integral

$$
I_{1}=\int_{F_{n}}^{F_{n+1}}\left(F_{n+1}^{x} \log F_{n+1}-F_{n}^{x} \log F_{n}\right) d x
$$

Since $F_{n}<F_{n+1}$ if $n \geq 3$, then, for $F_{n} \leq n \leq F_{n+1}$, we have $F_{n}^{x} \log F_{n}<F_{n+1}^{x} \log F_{n}<F_{n+1}^{x} \log F_{n+1}$ and $I_{1}>0$.

On the other hand, evaluating the integral, we obtain

$$
\begin{aligned}
I_{1} & =\int_{F_{n}}^{F_{n+1}}\left(F_{n+1}^{x} \log F_{n+1}-F_{n}^{x} \log F_{n}\right) d x=\left[F_{n+1}^{x}-F_{n}^{x}\right]_{F_{n}}^{F_{n+1}} \\
& =\left(F_{n}^{F_{n}}+F_{n+1}^{F_{n+1}}\right)-\left(F_{n}^{F_{n+1}}+F_{n+1}^{F_{n}}\right)
\end{aligned}
$$

and (1) is proved.
To prove (2), we consider the integral

$$
I_{2}=\int_{F_{n}}^{F_{n+2}}\left(F_{n+2}^{x} \log F_{n+2}-F_{n+1}^{x} \log F_{n+1}\right) d x
$$

Since $F_{n+1}<F_{n+2}$, then, for $F_{n} \leq x \leq F_{n+2}$, we have $F_{n+1}^{x} \log F_{n+1}<F_{n+2}^{x} \log F_{n+2}$ and $I_{2}>0$.
On the other hand, evaluating $I_{2}$, we obtain

$$
\begin{aligned}
I_{2} & =\int_{F_{n}}^{F_{n+2}}\left(F_{n+2}^{x} \log F_{n+2}-F_{n+1}^{x} \log F_{n+1}\right) d x=\left[F_{n+2}^{x}-F_{n+1}^{x}\right]_{F_{n}}^{F_{n+2}} \\
& =\left(F_{n+2}^{F_{n+2}}-F_{n+2}^{F_{n}}\right)-\left(F_{n+1}^{F_{n+2}}-F_{n+1}^{F_{n}}\right)
\end{aligned}
$$

This completes the proof of part (a).
We will prove part (b) of our statement using the weighted AM-GM-HM inequality [1]: "Let $x_{1}, x_{2}, \ldots, x_{n}$ be positive real numbers and let $w_{1}, w_{2}, \ldots, w_{n}$ be nonnegative real numbers that sum to 1. Then

$$
\begin{equation*}
\sum_{k=1}^{n} w_{k} x_{k} \geq \prod_{k=1}^{n} x_{k}^{w_{k}} \geq\left(\sum_{k=1}^{n} \frac{w_{k}}{x_{k}}\right)^{-1} \tag{3}
\end{equation*}
$$

Equality holds when $x_{1}=x_{2}=\cdots=x_{n}$."
The proof will be done in two steps. First, we will prove that

$$
\begin{equation*}
F_{n}^{F_{n+1}} F_{n+1}^{F_{n+2}} F_{n+2}^{F_{n}}<\left(\frac{F_{n}+F_{n+1}+F_{n+2}}{3}\right)^{F_{n}+F_{n+1}+F_{n+2}} \tag{4}
\end{equation*}
$$

In fact, setting

$$
x_{1}=F_{n}, \quad x_{2}=F_{n+1}, \quad x_{3}=F_{n+2}
$$

and

$$
w_{1}=\frac{F_{n+1}}{F_{n}+F_{n+1}+F_{n+2}}, w_{2}=\frac{F_{n+2}}{F_{n}+F_{n+1}+F_{n+2}}, w_{3}=\frac{F_{n}}{F_{n}+F_{n+1}+F_{n+2}}
$$

we have, from (3),

$$
\begin{aligned}
& F_{n}^{F_{n+1} /\left(F_{n}+F_{n+1}+F_{n+2}\right)} F_{n+1}^{F_{n+2} /\left(F_{n}+F_{n+1}+F_{n+2}\right)} F_{n+2}^{F_{n} /\left(F_{n}+F_{n+1}+F_{n+2}\right)} \\
& <\frac{F_{n} F_{n+1}}{F_{n}+F_{n+1}+F_{n+2}}+\frac{F_{n+1} F_{n+2}}{F_{n}+F_{n+1}+F_{n+2}}+\frac{F_{n+2} F_{n}}{F_{n}+F_{n+1}+F_{n+2}}
\end{aligned}
$$

or

$$
F_{n}^{F_{n+1}} F_{n+1}^{F_{n+2}} F_{n+2}^{F_{n}}<\left(\frac{F_{n} F_{n+1}+F_{n+1} F_{n+2}+F_{n+2} F_{n}}{F_{n}+F_{n+1}+F_{n+2}}\right)^{F_{n}+F_{n+1}+F_{n+2}}
$$

Inequality (4) will be established if we prove that

$$
\left(\frac{F_{n} F_{n+1}+F_{n+1} F_{n+2}+F_{n+2} F_{n}}{F_{n}+F_{n+1}+F_{n+2}}\right)^{F_{n}+F_{n+2}+F_{n+2}}<\left(\frac{F_{n}+F_{n+1}+F_{n+2}}{3}\right)^{F_{n}+F_{n+1}+F_{n+2}}
$$

or, equivalently,

$$
\frac{F_{n} F_{n+1}+F_{n+1} F_{n+2}+F_{n+2} F_{n}}{F_{n}+F_{n+1}+F_{n+2}}<\frac{F_{n}+F_{n+1}+F_{n+2}}{3}
$$

or

$$
\left(F_{n}+F_{n+1}+F_{n+2}\right)^{2}>3\left(F_{n} F_{n+1}+F_{n+1} F_{n+2}+F_{n+2} F_{n}\right),
$$

i.e.,

$$
F_{n}^{2}+F_{n+1}^{2}+F_{n+2}^{2}>F_{n} F_{n+1}+F_{n+1} F_{n+2}+F_{n+2} F_{n} .
$$

The last inequality will be proved in a straightforward manner. In fact, adding the inequalities $F_{n}^{2}+F_{n+1}^{2} \geq 2 F_{n} F_{n+1}, F_{n+1}^{2}+F_{n+2}^{2}>2 F_{n+1} F_{n+2}$, and $F_{n+2}^{2}+F_{n}^{2}>2 F_{n+2} F_{n}$ we have

$$
F_{n}^{2}+F_{n+1}^{2}+F_{n+2}^{2}>F_{n} F_{n+1}+F_{n+1} F_{n+2}+F_{n+2} F_{n}
$$

and the result is proved.
Finally, we will prove that

$$
\begin{equation*}
\left(\frac{F_{n}+F_{n+1}+F_{n+2}}{3}\right)^{F_{n}+F_{n+1}+F_{n+2}}<F_{n}^{F_{n}} F_{n+1}^{F_{n+1}} F_{n+2}^{F_{n+2}} . \tag{5}
\end{equation*}
$$

Setting $x_{1}=F_{n}, x_{2}=F_{n+1}, x_{3}=F_{n+2}, w_{1}=F_{n} /\left(F_{n}+F_{n+1}+F_{n+2}\right), w_{2}=F_{n+1} /\left(F_{n}+F_{n+1}+F_{n+2}\right)$, and $w_{3}=F_{n+2} /\left(F_{n}+F_{n+1}+F_{n+2}\right)$, and using GM-HM inequality, we have

$$
\begin{aligned}
\frac{F_{n}+F_{n+1}+F_{n+2}}{3} & =\frac{1}{\frac{1}{F_{n}+F_{n+1}+F_{n+2}}+\frac{1}{F_{n}+F_{n+1}+F_{n+2}}+\frac{1}{F_{n}+F_{n+1}+F_{n+2}}} \\
& <F_{n}^{F_{n} /\left(F_{n}+F_{n+1}+F_{n+2}\right) F_{n+1}^{F_{n+1}}\left(F_{n}+F_{n+1}+F_{n+2}\right) F_{n+2}^{F_{n+2} /\left(F_{n}+F_{n+1}+F_{n+2}\right)} .}
\end{aligned}
$$

Hence,

$$
\left(\frac{F_{n}+F_{n+1}+F_{n+2}}{3}\right)^{F_{n}+F_{n+1}+F_{n+2}}<F_{n}^{F_{n}} F_{n+1}^{F_{n+1}} F_{n+2}^{F_{n+2}}
$$

and (5) is proved.
This completes the proof of part (b) and we are done.
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