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## 1. INTRODUCTION

The purpose of this paper is to study properties of mapped shuffled Fibonacci languages $F_{(a, b)}$ and $F_{(u, v)}$. Let $X=\{a, b\}$ be an alphabet and let $X^{*}$ be the free monoid generated by $X$. Let 1 be the empty word and let $X^{+}=X^{*} \backslash\{1\}$. The length of a word $u$ is denoted by $\lg (u)$. Every subset of $X^{*}$ is called a language. For two words $u, v \in X^{+}$, we consider the following type of Fibonacci sequence of words:

$$
w_{1}=u, w_{2}=v, w_{3}=u v, \ldots, w_{n}=w_{n-2} w_{n-1}, \ldots, n \geq 3
$$

Let $F_{u, v}=\left\{w_{i} \mid i \geq 1\right\}$. If $u=a$ and $v=b$, then $F_{u, v}$ is denoted by $F_{a, b}$. The sequence of Fibonacci words plays a very important role in the combinatorial theory of free monoids for the recursively defined structure and remarkable combinatorial properties of Fibonacci words can be shown. Some properties concerning the Fiboancci language $F_{u, v}$ have been investigated by De Luca in [2], by Fan and Shyr in [3] and by Knuth, Morris and Pratt in [6].

In [1], properties of Fibonacci words generated through the bicatenation operation, i.e., $F_{i}=F_{i-1} F_{i-2} \cup F_{i-2} F_{i-1}=\left\{u v, v u \mid u \in F_{i-1}, v \in F_{i-2}\right\}$ where $F_{1}=\{a\}$ and $F_{2}=\{b\}$, are investigated. Here we consider the shuffle operation. For $u, v \in X^{*}$, the shuffle product of $u$ and $v$ is the set $u \diamond v$ defined by:

$$
u \diamond v=\left\{u_{1} v_{1} u_{2} v_{2} \cdots u_{n} v_{n} \mid u_{i}, v_{j} \in X^{*}, 1 \leq i, j \leq n, u_{1} u_{2} \cdots u_{n}=u, v_{1} v_{2} \cdots v_{n}=v\right\}
$$

For $A, B \subseteq X^{*}$, the shuffle product of $A$ and $B$ is defined as: $A \diamond B=\bigcup_{u \in A, v \in B}(u \diamond v)$. We consider the following type of Fibonacci sequence of sets:

$$
F_{1}=\{a\}, F_{2}=\{b\}, F_{n+2}=F_{n} \diamond F_{n+1} \text { for } n \geq 1
$$

Let $F_{(a, b)}=\bigcup_{i \geq 1} F_{i}$. Remark that every word in the same $F_{i}$ has the same length. For $u, v \in$ $X^{+}$, let the homomorphism $h: X^{*} \rightarrow X^{*}$ be defined by $h(a)=u$ and $h(b)=v$. The mapped shuffled Fibonacci language $F_{(u, v)}$ is defined to be the language $h\left(F_{(a, b)}\right)=\left\{h(w) \mid w \in F_{(a, b)}\right\}$.

Section 2 concerns properties of the mapped shuffled Fibonacci language $F_{(u, v)}$ related to the theory of formal languages. We prove that $F_{(a, b)}$ is equal to the set of all combinations of words in the Fibonacci language $F_{a, b}$. In [3], Fan and Shyr show that $F_{a, b}$ is regular free. Then clearly $F_{a, b}$ is not a regular language. For more complicated cases, we show that $F_{(u, v)}$ is neither dense nor context-free for any $\{u, v\} \neq X$. In Section 2, we also show that $F_{(u, v)}$ is a context-sensitive language.

Section 3 is dedicated to investigate the relationships between Fibonacci words in $F_{(u, v)}$ and primitive words. In [3] and [5], the powers of a word which can be contained as a subword
in a Fibonacci word are studied. Here we show that $F_{(a, b)}$ contains only primitive words. Some properties of words $u$ and $v$ such that $F_{(u, v)}$ contains primitive words are investigated in Section 3 too.

In Section 4, some conditions of $u$ and $v$ such that the homomorphism $h: X^{*} \rightarrow X^{*}$ defined by $h(a)=u$ and $h(b)=v$ is palindrome preserving or $d$-primitive preserving are studied. We also count the number of palindrome words in each $F_{i}$. Codes contained in $F_{(u, v)}$ are investigated in Section 5.

Items not defined here or in the subsequent sections can be found in [4] and [9].

## 2. THE MAPPED SHUFFLED FIBONACCI LANGUAGE $F_{(u, v)}$

In this paper we let the sequence of Fibonacci numbers $m_{i}$ be defined by $m_{1}=1, m_{2}=1$ and $m_{i}=m_{i-1}+m_{i-2}$ for $i \geq 3$. We also let $m_{0}=0$. Let the Fibonacci language $F_{a, b}$ be ordered in the lexicographic order as $F_{a, b}=\left\{w_{1}, w_{2}, w_{3}, \ldots, w_{n}, \ldots\right\}$. For $u \in X^{+}, \mathcal{C}(u)$ denotes the set of all combinations of the word $u$.

Let $F_{1}=\{a\}, F_{2}=\{b\}$. Then

$$
\begin{aligned}
F_{3} & =\{a b, b a\}=\mathcal{C}(a b)=\mathcal{C}\left(w_{3}\right) \\
F_{4} & =\{b a b, a b b, b b a\}=\mathcal{C}(a b b)=\mathcal{C}\left(w_{4}\right) \\
F_{5} & =\{a b b a b, b a b a b, b a a b b, a b a b b, a a b b b, a b b b a, b a b b a, b b a b a, b b a a b, b b b a a\} \\
& =\mathcal{C}(a a b b b)=\mathcal{C}\left(w_{5}\right)
\end{aligned}
$$

For $u \in X^{*}$ and $a \in X$, let $n_{a}(u)$ denote the number of $a$ 's in $u$. We shall show the above observations can be applied to all $F_{i}$. That is the following property:
Proposition 2.1: $F_{1}=\{a\}, F_{2}=\{b\}$ and $F_{i}=\mathcal{C}\left(a^{m_{i-2}} b^{m_{i-1}}\right)=\mathcal{C}\left(w_{i}\right)$ for $i \geq 3$.
Proof: From the previous observation, it is true for $i=1,2,3,4,5$. Suppose that the hypothesis holds true for $i \leq n$ with an integer $n \geq 5$. Now consider sets $F_{n+1}$ and $\mathcal{C}\left(a^{m_{n-1}} b^{m_{n}}\right)$. From the facts that $F_{n-1}=\mathcal{C}\left(a^{m_{n-3}} b^{m_{n-2}}\right)$ and $F_{n}=\mathcal{C}\left(a^{m_{n-2}} b^{m_{n-1}}\right)$, it follows that $F_{n+1}=F_{n-1} \diamond F_{n} \subseteq \mathcal{C}\left(a^{m_{n-1}} b^{m_{n}}\right)$. Next, let $w \in \mathcal{C}\left(a^{m_{n-1}} b^{m_{n}}\right)$. Let $u \in \mathcal{C}\left(a^{m_{n-3}} b^{m_{n-2}}\right)=F_{n-1}$ be the word arranged in the same order as the first $m_{n-3}$ $a$ 's and the first $m_{n-2} b$ 's of $w$. One can take $v \in X^{+}$such that $w \in u \diamond v$. Then we get $n_{a}(v)=n_{a}(w)-m_{n-3}=m_{n-2}$ and $n_{b}(v)=n_{b}(w)-m_{n-2}=m_{n-1}$. Thus $v \in \mathcal{C}\left(a^{m_{n-2}} b^{m_{n-1}}\right)=F_{n}$. Therefore, $w \in u \diamond v \subseteq F_{n-1} \diamond F_{n}=F_{n+1}$.

For $L \subseteq X^{*}$, let $\mathcal{C}(L)=\bigcup_{u \in L} \mathcal{C}(u)$. Proposition 2.1 derives that $F_{(a, b)}=\mathcal{C}\left(F_{a, b}\right)$. A language $L$ is said to be dense if $L \cap X^{*} u X^{*} \neq \emptyset$ for every $u \in X^{*}$.
Proposition 2.2: The language $F_{(a, b)}$ is dense.
Proof: It is clear that $n_{a}\left(w_{i}\right)=m_{i-2}$ and $n_{b}\left(w_{i}\right)=m_{i-1}$ for $i \geq 3$. For every $u \in X^{*}$, let $k=\lg (u), m=m_{k+2}-n_{a}(u)$ and $n=m_{k+3}-n_{b}(u)$. Then $a^{m} u b^{n} \in \mathcal{C}\left(w_{k+4}\right) \subseteq F_{(a, b)}$. Thus $F_{(a, b)}$ is dense.

For a given language $L \subseteq X^{*}$, the principal congruence $P_{L}$ determined by $L$ is defined as follows:

$$
u \equiv v\left(P_{L}\right) \Longleftrightarrow\left(x u y \in L \Longleftrightarrow x v y \in L \forall x, y \in X^{*}\right)
$$

It is well known that the language $L$ is accepted by a finite automaton if and only if $L$ has finite $P_{L}$ congruence classes, that is $P_{L}$ is a finite index. A language which is accepted by a finite automaton is called a regular language ([4]). We call a language $L$ disjunctive if $P_{L}$ is
the equality. Clearly, a disjunctive language is not regular. It is known that every disjunctive language is dense (see [9]).
Corollary 2.3: The language $F_{(a, b)}$ is not disjunctive.
Proof: For any two distinct words $u, v \in X^{*}$ with $n_{a}(u)=n_{a}(v)$ and $n_{b}(u)=n_{b}(v)$, in view of Proposition 2.1, we have $x u y \in F_{(a, b)}$ if and only if $x v y \in F_{(a, b)}$ for $x, y \in X^{*}$. Hence the Fibonacci language $F_{(a, b)}$ is not disjunctive.
Lemma 2.4: ([13]) Let $h: X^{*} \rightarrow X^{*}$ be a homomorphism. If $h(L)$ is dense for some $L \subseteq X^{*}$, then $h(X)=X$.
Corollary 2.5: For $u, v \in X^{+}$, if $\{u, v\} \neq X$, then $F_{(u, v)}$ is not dense.
Proof: If $\{u, v\} \neq X$, then by Lemma $2.4, h\left(F_{(a, b)}\right)=F_{(u, v)}$ is not dense .
Corollary 2.3 shows that $F_{(a, b)}$ is not disjunctive. Moreover, Corollary 2.5 shows that $F_{(u, v)}$ is not dense for $\{u, v\} \neq X$. In the following we shall show that $F_{(u, v)}$ is neither regular nor context-free for any $u, v \in X^{+}$. A language $L$ is said to be regular free (context-free free) if every infinite subset of $L$ is not a regular (context-free) language. Of course, if a language is context-free free, then it is also regular free. It is known that if $L$ is an infinite context-free language, then there exist $x_{1}, x_{2}, x_{3}, x_{4}, x_{5} \in X^{*}$ with $\lg \left(x_{2} x_{4}\right) \geq 1$ such that $\left\{x_{1} x_{2}^{n} x_{3} x_{4}^{n} x_{5} \mid n \geq 0\right\} \subseteq L$ (see [4]). The language of the form $\left\{x_{1} x_{2}^{n} x_{3} x_{4}^{n} x_{5} \mid n \geq 0\right\}$ is called a context-free component.
Proposition 2.6: For any $u, v \in X^{+}, F_{(u, v)}$ is context-free free.
Proof: Suppose on the contrary that $F_{(u, v)}$ is not context-free free. Then there is an infinite context-free subset of $F_{(u, v)}$. That is, there exist $x_{1}, x_{2}, x_{3}, x_{4}, x_{5} \in X^{*}$ with $\lg \left(x_{2} x_{4}\right) \geq$ 1 such that $\left\{x_{1} x_{2}^{n} x_{3} x_{4}^{n} x_{5} \mid n \geq 0\right\} \subseteq F_{(u, v)}$. Remark that $F_{1}=\{u\}, F_{2}=\{v\}, F_{i}=F_{i-2} \diamond F_{i-1}$ for $i \geq 3, F_{(u, v)}=\bigcup_{i \geq 1} F_{i}$, and $m_{i}<m_{i+1}$ for every $i \geq 2$. There is $k \geq 3$ such that $x_{1} x_{2}^{j} x_{3} x_{4}^{j} x_{5} \in F_{k}$ for some $j \geq 1$ and $m_{k-1}>\lg \left(x_{2} x_{4}\right)$. This implies that $m_{k+1}=m_{k-1}+$ $m_{k}>\lg \left(x_{1} x_{2}^{j+1} x_{3} x_{4}^{j+1} x_{5}\right)$. Thus $x_{1} x_{2}^{j+1} x_{3} x_{4}^{j+1} x_{5} \notin F_{(u, v)}$, which leads to a contradiction. Therefore, $F_{(u, v)}$ is context-free free.

Moreover, we shall show that $F_{(u, v)}$ is a context-sensitive language. For definitions and properties of context-sensitive languages and linear bounded automata, one is referred to [4].
Proposition 2.7: For $u, v \in X^{+}, F_{(u, v)}$ is a context-sensitive language.
Proof: Here we consider the language $L=F_{(a, b)} \backslash\{a, b\}$. It is known that if $L$ is contextsensitive, so is $F_{(a, b)}$. By Proposition 2.1, $F_{i+2}=\mathcal{C}\left(a^{m_{i}} b^{m_{i+1}}\right)$ for $i \geq 1$. We construct a 5 track linear bounded automation such that the first track stores the input word $w$, the second track stores the number $m_{i-1}$, the third and fourth tracks store the number $m_{i}$ and the fifth track stores the number $m_{i+1}$. This automation is initialized by $i=1$, i.e., track 2 stores $m_{0}$, track 3 stores $m_{1}$, and so on. For any input word $w$ in track 1 , we check the number $m_{i}$ stored in track 4 with $a^{\prime}$ 's in $w$. If $n_{a}<m_{i}$, then $w \notin L$. If $n_{a}>m_{i}$, then we put $m_{i}$ from track 4 into track 5 , put $m_{i-1}$ from track 2 into track 4 , replace the number in track 2 by $m_{i}$ in track 3 , replace the number in track 3 by the number in track 4 , and compare the number in track 4 with $a$ 's in $w$ again. If the number $m_{i}$ in track 4 equals $n_{a}(w)$, then we compare the number $m_{i+1}$ in track 5 with $b$ 's in $w$. If $m_{i+1}=n_{b}(w)$, then $w \in L$. Otherwise, $w \notin L$. This automation is a linear bounded automation which accepts $L$. Therefore, $L$ is context-sensitive. As context-sensitive languages are closed under 1-free substitution, $F_{(u, v)}$ is also a context-sensitive language.
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Here, we consider one property of Fibonacci numbers. Then we shall study the difference between the shuffled Fibonacci language $F_{(a, b)}$ and the inserted Fibonacci language $I_{(a, b)}$.
Proposition 2.8: Let $i \geq 10$. Then
(1) $\left\lfloor m_{i} /\left(m_{i-2}+1\right)\right\rfloor=2=\left\lfloor m_{i-1} /\left(m_{i-3}-1\right)\right\rfloor$ and
(2) $0<m_{i-2}-2\left(m_{i-4}-1\right) \leq m_{i-4}-1$.

Proof: By definition, $m_{5}=5, m_{i}=m_{i-3}+2 m_{i-2}$ and $m_{i}=m_{i-1}+m_{i-2} \geq m_{i-1}+5$ for $i \geq 7$. Let $i \geq 10$. Then $m_{i-2}+1>m_{i-3}-2>0$ and $m_{i-3}-1>m_{i-4}+2>0$. This together with the equalities $m_{i} /\left(m_{i-2}+1\right)=2+\left(m_{i-3}-2\right) /\left(m_{i-2}+1\right)$ and $m_{i-1} /\left(m_{i-3}-1\right)=$ $2+\left(m_{i-4}+2\right) /\left(m_{i-3}-1\right)$ imply that $\left\lfloor m_{i} /\left(m_{i-2}+1\right)\right\rfloor=2=\left\lfloor m_{i-1} /\left(m_{i-3}-1\right)\right\rfloor$. Moreover, $0<\dot{m}_{i-2}-2\left(m_{i-4}-1\right)=m_{i-5}+2 \leq m_{i-4}-1$.

For $A, B \subseteq X^{*}$, the insertion of $B$ into $A$ is defined as:

$$
B \xrightarrow{i} A=\left\{u v w \mid u, w \in X^{*}, u w \in A, v \in B\right\}
$$

Let $I_{1}=\{a\}, I_{2}=\{b\}$ and $I_{i}=I_{i-2} \xrightarrow{i} I_{i-1}$ for $i \geq 3$. The inserted Fibonacci language $I_{(a, b)}$ is defined by $I_{(a, b)}=\cup_{i \geq 1} I_{i}$. Clearly, $I_{i} \subseteq \mathcal{C}\left(a^{m_{i-2}} b^{m_{i-1}}\right)=\mathcal{C}\left(w_{i}\right)=F_{i}$ for $i \geq 3$. By observation, $I_{i}=F_{i}$ for $i=1,2,3,4,5,6,7,8,9$.
Proposition 2.9: $I_{i} \subset F_{i}$ for every $i \geq 10$.
Proof: It is clear that $I_{i} \subseteq F_{i}$ for $i \geq 1$. Let $w=a^{7} b^{14} a^{7} b^{14} a^{7} b^{6}$. Then $w \in F_{10}$ but $w \notin\left(I_{8}{ }^{i} \rightarrow I_{9}\right)=I_{10}$. Indeed, one can take $r=m_{i-2}-2\left(m_{i-4}-1\right)$ and $s=m_{i-1}-2\left(m_{i-3}+1\right)$ for $i \geq 10$. This is conjunction with Proposition 2.8 yields $0<r \leq m_{i-4}-1$ and $0<s<m_{i-3}+1$.

Let $w=\left(a^{m_{i-4}-1} b^{m_{i-3}+1}\right)^{2} a^{r} b^{s}$. Then $w \in \mathcal{C}\left(a^{m_{i-2}} b^{m_{i-1}}\right)=F_{i}$ and $w \notin \mathcal{C}\left(a^{m_{i-4}} b^{m_{i-3}}\right) \xrightarrow{i}$ $\mathcal{C}\left(a^{m_{i-3}} b^{m_{i-2}}\right)=F_{i-2} \xrightarrow{i} F_{i-1}$. Since $I_{i}=I_{i-2} \xrightarrow{i} I_{i-1} \subseteq F_{i-2} \xrightarrow{i} F_{i-1}$, we have $w \notin I_{i}$, which completes the proof.

## 3. $F_{(u, v)}$ AND PRIMITIVE WORDS

A word $p \in X^{+}$which is not a power of any other word is called a primitive word. Let $Q$ be the set of all primitive words over $X([9])$. It is known that every word in $X^{+}$can be uniquely expressed as a power of a primitive word ([8]). In [3], Fan and Shyr have proved that the Fibonacci language $F_{a, b}$ is a subset of $Q$. Here we show that $F_{(a, b)} \subseteq Q$. We also want to find words $u, v$ such that $F_{(u, v)} \subseteq Q$.
Proposition 3.1: $F_{(a, b)} \subseteq Q$.
Proof: We consider $w \in F_{i}$ for some $i \geq 3$ whenever $a, b \in Q$. By Proposition 2.1, $w \in \mathcal{C}\left(a^{m_{i-2}} b^{m_{i-1}}\right)$. Since $m_{i-2}$ and $m_{i-1}$ are relatively prime, $w \in Q$. Therefore, $F_{(a, b)} \subseteq Q$.

For $u \in X^{+}$, if $u=p^{n}$ and $p$ is a primitive word, then $\sqrt{u}=p$ is called the primitive root of $u$. For a language $L \subseteq X^{+}$, Iet $\sqrt{L}=\{\sqrt{u} \mid u \in L\}$. A language $L \subseteq X^{+}$is called pure if for any $u \in L^{+}, \sqrt{u} \in L^{+}$.

A non-empty language $L$ is a code if for $x_{1}, x_{2}, \ldots, x_{n}, y_{1}, y_{2}, \ldots, y_{m} \in L, x_{1} x_{2} \cdots x_{n}=$ $y_{1} y_{2} \cdots y_{m}$ implies that $m=n$ and $x_{i}=y_{i}$ for $i=1,2, \ldots, n$. Let $\{u, v\}$ be a code and let $h: X^{*} \rightarrow X^{*}$ be defined by $h(a)=u$ and $h(b)=v$. Then $h$ being injective is derived directly from the definition of codes.
Proposition 3.2: ([10]) Let $h: X^{*} \rightarrow X^{*}$ be an injective homomorphism. If $h(X)$ is a pure code, then $h$ preserves the primitive words.
Proposition 3.3: For two distinct words $u, v \in X^{+}$, if $\{u, v\}$ is a pure code, then $F_{(u, v)} \subseteq Q$.
Proof: By Proposition 3.1, $F_{(a, b)} \subseteq Q$. Let $\{u, v\}$ be a pure code. We define the injective homomorphism $h: X^{*} \rightarrow X^{*}$ as $h(a)=u$ and $h(b)=v$. Also, for a language $L \subseteq X^{+}$, let $h(L)=\{h(u) \mid u \in L\}$. Clearly, $F_{(u, v)}=h\left(F_{(a, b)}\right)$. From Proposition 3.2, one has that $F_{(u, v)} \subseteq Q$.

The definition of pure codes makes checking whether $\{u, v\}$ is a pure code not easy. We are going to find some other properties of $u$ and $v$ related to the primitivity of $F_{(u, v)}$. A word $u$ is a conjugate of a word $w$ if there exist $x, y \in X^{*}$ such that $u=x y$ and $w=y x$. The following lemmas concerning basic properties of decompositions and catenations of words will be needed in the sequel.
Lemma 3.4: ([8]) For $x, y \in X^{+}, x y=y x$ implies that $\sqrt{x}=\sqrt{y}$.
Remark: In fact that for $x, y \in X^{+}, x y=y x$ if and only if $\sqrt{x}=\sqrt{y}$.
Lemma 3.5: ([11]) Let $x y=p^{i}, x, y \in X^{+}, p \in Q, i \geq 1$. Then $y x=q^{i}$ for some $q \in Q$.
Lemma 3.6: ([12]) Let $x q^{m}=g^{k}$ for some $m, k \geq 1, x \in X^{+}, q \in Q$ and $g \in Q$, with $x \notin q^{+}$. Then $q \neq g$ and $\lg (g)>\lg \left(q^{m-1}\right)$.

If $u=x y$ for $x, y \in X^{*}$, then $x$ is called a prefix of $u$ and it is denoted by $x \leq_{p} u$; the word $y$ is called a suffix of $u$ and denoted by $y \leq_{s} u$.
Proposition 3.7: Let $u, v \in X^{+}$with $\lg (u)=\lg (v)$ and $u v \in Q$, and let $h: X^{*} \rightarrow X^{*}$ be a homomorphism defined by $h(a)=u$ and $h(b)=v$ where $X=\{a, b\}$. Then $h$ preserves primitive words except $a$ and $b$. That is, $h(Q) \backslash Q \subseteq\{u, v\}$.

Proof: Let $u, v \in X^{+}, \lg (u)=\lg (v)$ and $u v \in Q$. By Lemma 3.5, $v u \in Q$. As $u v \in$ $Q, u \neq v$. Define $h: X^{*} \rightarrow X^{*}$ by $h(a)=u$ and $h(b)=v$. Since $\{u, v\}$ is a uniform code, $h$ is an injective homomorphism. We want to show that $h(w) \in Q$ whenever $w \in Q \backslash\{a, b, a b, b a\}$. Suppose on the contrary that there exists $w \in Q \backslash\{a, b, a b, b a\}$ such that $h(w) \notin Q$. As $w \in Q \backslash\{a, b, a b, b a\}, \lg (w) \geq 3$. Let $w^{\prime}$ be a conjugate of $w$. From Lemma 3.5, one has that $w \in Q$ if and only if $w^{\prime} \in Q$. As $\lg (w) \geq 3$ and $w \in Q, n_{a}(w) \neq 0$ and $n_{b}(w) \neq 0$. If no conjugate of $w$ contains any one of the following subwords $b^{2} a$ or $a^{2} b$, then $w=(a b)^{i}$ or $w=(b a)^{i}$ for some $i \geq 2$. This implies that $w \notin Q$, a contradiction. Thus there is a conjugate of $w$ that contains a subword $b^{2} a$ or $a^{2} b$. In the other word, there exists a conjugate $w^{\prime}$ of $w$ such that $a \leq_{p} w^{\prime}$ and $b^{2} \leq_{s} w^{\prime}$, or $b \leq_{p} w^{\prime}$ and $a^{2} \leq_{s} w^{\prime}$. Without loss of any generality, we let $a \leq_{p} w^{\prime}$ and $b^{2} \leq_{s} w^{\prime}$. Clearly, $u \leq_{p} h\left(w^{\prime}\right)$ and $v^{2} \leq_{s} h\left(w^{\prime}\right)$. Note that $h\left(w^{\prime}\right)$ is a conjugate of $h(w)$. This in conjunction with $h(w) \notin Q$ and Lemma 3.5 yields $h\left(w^{\prime}\right) \notin Q$. That is, there exist $p \in Q$ and $j \geq 1$ such that $h\left(w^{\prime}\right)=p^{j+1}$. Since $\lg (u)=\lg (v)$ and $v^{2} \leq_{s} h\left(w^{\prime}\right)$, by Lemma 3.6 , we get $\lg (p)>\lg (u)$. Hence there exists $y \in X^{+}$such that $p=u y$.

If $y \in\{u, v\}^{+}$, then $h\left(w^{\prime}\right)=(u y)^{j+1}$ and $u y \in\{u, v\}^{+}$. This implies that $w^{\prime}=$ $h^{-1}\left(h\left(w^{\prime}\right)\right)=h^{-1}\left((u y)^{j+1}\right)=\left(h^{-1}(u y)\right)^{j+1} \notin Q$, a contradiction. Hence, $y \notin\{u, v\}^{+}$. Since $(u y)^{j+1} \in\{u, v\}^{+}$, we have $y(u y)^{j} \in\{u, v\}^{+}$. Hence there exist $y_{1} \in\{u, v\}^{*}$ and $y_{2} \in X^{+}$ such that $y=y_{1} y_{2}$ and $\lg \left(y_{2}\right)<\lg (u)$. The fact $\left(u y_{1} y_{2}\right)^{j+1}=p^{j+1}=h\left(w^{\prime}\right) \in\{u, v\}^{+}$implies that $w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j} \in\{u, v\}^{+}$. Not that $\lg \left(w_{1}\right)=k \lg (v)$ for some positive integer $k$ and
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that $\lg \left(w_{1}\right)>\lg (v)$. Hence $\lg \left(w_{1}\right) \geq 2 \lg (v)$. This in conjunction with $v^{2} \leq_{s} u y_{1} w_{1}=h\left(w^{\prime}\right)$ yields $v^{2} \leq_{s} w_{1}$. We consider the following cases:
(1) $u \leq_{s} u y_{1}$. As $v^{2} \leq_{s} w_{1}$ and $\lg (v)>\lg \left(y_{2}\right)$, there exists $y_{3} \in X^{+}$such that $v=y_{3} y_{2}$. It follows that $w_{1}=y_{4}\left(y_{3} y_{2}\right)^{2}$ for some $y_{4} \in\{u, v\}^{*}$. Since $u \leq_{s} u y_{1}$, we obtain $u \leq_{s}$ $y_{2}\left(u y_{1} y_{2}\right)^{j-1} u y_{1}=y_{4}\left(y_{3} y_{2}\right) y_{3}$. This together with $\lg (u)=\lg (v)$ yields $u=y_{2} y_{3}$. Now we consider the following four subcases:
(1-a) $u^{2}=y_{2} y_{3} y_{2} y_{3} \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$. Then $y_{3} y_{2} \leq_{p} u y_{1} y_{2} . \operatorname{As} \lg (u)=\lg \left(y_{2} y_{3}\right), u=$ $y_{3} y_{2}=v$. This implies that $u v \notin Q$, a contradiction.
(1-b) $u v=y_{2} y_{3} y_{3} y_{2} \leq_{p} w_{1}=y_{2} u y_{1} y_{2}\left(u y_{1} y_{2}\right)^{j-1}$. Then $y_{2} \leq_{p} y_{3} y_{3} y_{2} \leq_{p}\left(u y_{1} y_{2}\right)^{j}$. There exist $y_{4} \leq_{p} y_{3}$ and $r \geq 0$ such that $y_{2}=y_{3}^{r} y_{4}$. Thus $y_{3}^{r+1} y_{4} \leq_{p} y_{3}^{r} y_{4} y_{3} y_{1} y_{2}\left(u y_{1} y_{2}\right)^{j-1}$, i.e., $y_{3} y_{3} y_{4} \leq_{p} y_{4} y_{3} y_{1} y_{3}$. It follows that $y_{3}=y_{4} y_{5}=y_{5} y_{4}$ for some $y_{5} \in X^{*}$. By Lemma 3.4, we have $\sqrt{y_{4}}=\sqrt{y_{5}}=\sqrt{y_{3}}$. This is conjunction with $y_{2}=y_{3}^{r} y_{4}$ and $\lg (u)=\lg (v)$ yields $u=y_{2} y_{3}=y_{3} y_{2}=v$ and $u v \notin Q$; a contradiction.
(1-c) $v u=y_{3} y_{2} y_{2} y_{3} \leq_{p} w_{1}=y_{2}\left(y_{2} y_{3} y_{1} y_{2}\right)^{j}$. This implies that $y_{3} y_{2} y_{2}=y_{2} y_{2} y_{3}$. By Lemma $3.4, \sqrt{y_{2}}=\sqrt{y_{2}^{2}}=\sqrt{y_{3}}$. Thus $y_{2} y_{3}=y_{3} y_{2}$ and $u=v$. Hence, $u v \notin Q$, a contradiction.
(1-d) $v^{2} \leq_{p} w_{1}$. As $v \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$ and $v=y_{3} y_{2}$, there exists $y_{4} \in X^{+}$such that $v=y_{2} y_{4}$ with $\lg \left(y_{4}\right)=\lg \left(y_{3}\right)$. Since $v^{2}=y_{2} y_{4} y_{2} y_{4} \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$ and $\lg (u)=$ $\lg \left(y_{2} y_{3}\right)=\lg \left(y_{4} y_{2}\right), u=y_{4} y_{2}$. Consider the case that $\lg \left(y_{4}\right) \leq \lg \left(y_{2}\right)$. There exists $y_{5} \in X^{*}$ such that $y_{2}=y_{4} y_{5}$. Then $v=y_{4} y_{5} y_{4}$ and $u=y_{4} y_{4} y_{5}$. As $v^{2}=v y_{4} y_{5} y_{4} \leq_{s}$ $w_{1}=\left(y_{2} u y_{1}\right)^{j} y_{2}==\left(y_{2} u y_{1}\right)^{j} y_{4} y_{5}, y_{5} y_{4}=y_{4} y_{5}$ and $u=v$. Hence $u v \notin Q$, a contradiction. Now, let $\lg \left(y_{4}\right)>\lg \left(y_{2}\right)$. There exists $y_{5} \in X^{+}$such that $y_{4}=y_{2} y_{5}$. Then $u=y_{2} y_{5} y_{2}$ and $v=y_{2} y_{2} y_{5}$. As $v^{2}=v y_{2} y_{2} y_{5} \leq_{s} w_{1}$ and $u y_{2}=y_{2} y_{5} y_{2} y_{2} \leq_{s} w_{1}, y_{2} y_{2} y_{5}=y_{5} y_{2} y_{2}$. By Lemma 3.4, $\sqrt{y_{2}}=\sqrt{y_{2}^{2}}=\sqrt{y_{5}}$. This implies that $\sqrt{u}=\sqrt{v}$ and $u v \notin Q$, a contradiction.
(2) $v \leq_{s} u y_{1}$. As $v^{2} \leq_{s} w_{1}$, there exists $y_{3} \in X^{+}$such that $v=y_{3} y_{2}=y_{2} y_{3}$. By Lemma 3.4, $\sqrt{y_{2}}=\sqrt{y_{3}}$. That is, there exist $q \in Q$ and $r_{1}, r_{2} \geq 1$ such that $y_{2}=q^{r_{1}}, y_{3}=q^{r_{2}}$ and $v=q^{r_{1}+r_{2}}$. We consider the following four subcases:
(2-a) $u^{2} \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$. There exists $y_{4} \in X^{+}$such that $u=y_{2} y_{4}=y_{4} y_{2}$. Thus $\sqrt{y_{4}}=\sqrt{y_{2}}$. This in conjunction with $\sqrt{y_{2}}=\sqrt{y_{3}}$ yields $u=q^{r_{1}+r_{2}}=v$ and $u v \notin Q, \mathrm{a}$ contradiction.
(2-b) $u v \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$. There exist $y_{4}, y_{5}, y_{6} \in X^{+}$such that $u=y_{2} y_{4}=y_{4} y_{5}, v=$ $y_{5} y_{6}, \lg \left(y_{5}\right)=\lg \left(y_{2}\right)=\lg \left(q^{r_{1}}\right)$ and $\lg \left(y_{4}\right)=\lg \left(y_{3}\right)$. Thus $y_{5}=q^{r_{1}}=y_{2}$. As $u=y_{2} y_{4}=$ $y_{4} y_{2}$, by Lemma 3.4, $\sqrt{y_{4}}=\sqrt{y_{2}}$. Thus $u v=y_{2} y_{4} \notin Q$, a contradiction.
(2-c) $v^{2}=y_{2} y_{3} y_{2} y_{3} \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$. The condition $\lg (u)=\lg (v)$ implies that $u=y_{3} y_{2}=v$ and $u v \notin Q$, a contradiction.
(2-d) $v u \leq_{p} w_{1}$. As $v=y_{2} y_{3} \leq_{p} w_{1}=y_{2}\left(u y_{1} y_{2}\right)^{j}$, there exist $y_{4}, y_{5} \in X^{+}$such that $u=$ $y_{3} y_{4}=y_{4} y_{5}$ with $\lg \left(y_{4}\right)=\lg \left(y_{2}\right)$. This implies that $y_{4}=\left(y_{3}\right)^{r_{3}} y_{6}$ for some $r_{3} \geq 0$ and $y_{6} \leq_{p} y_{3}$. Since $\lg \left(y_{4}\right)=\lg \left(y_{2}\right)=\lg \left(q^{r_{1}}\right)$ and $y_{3}=q^{r_{2}}, y_{4}=q^{r_{1}}$.
Thus $u=q^{r_{1}+r_{2}}=v$ and $u v \notin Q$, a contradiction.
From the proof of Proposition 3.1, we have the following result immediately.
Corollary 3.8: Let $A=\{a, b\}$ and $B$ a finite nonempty alphabet. If $h: A^{*} \rightarrow B^{*}$ is a homomorphism of $A^{*}$ into $B^{*}$ defined by $h(a)=u$ and $h(b)=v$ for some primitive words $u, v \in B^{+}$such that $\lg (u)=\lg (v)$ and $u v$ is a primitive word, then $h$ preserves primitive words.
Corollary 3.9: $F_{(u, v)} \backslash Q \subseteq\{u, v\}$ for any two words $u, v \in X^{+}$with $\lg (u)=\lg (v)$ and $u v \in Q$.
Proof: Let $u, v \in X^{+}$with $\lg (u)=\lg (v)$ and $u v \in Q$. By Proposition 3.1, $F_{(a, b)} \subseteq Q$. From Proposition 3.7, one has that $F_{(u, v)} \backslash Q \subseteq\{u, v\}$.

For $u, v \in X^{+}$, we conjecture that $\left\{u v, u v^{2}\right\} \subseteq Q$ if and only if $F_{(u, v)} \backslash Q \subseteq\{u, v\}$. This is left for our further research. The partially primitive-preserving homomorphisms is also an interesting research topic for our further work.

## 4. PALINDROME WORDS AND $d$-PRIMITIVE WORDS IN $F_{(u, v)}$

If $x=a_{1} a_{2} \cdots a_{n}$, where $a_{i} \in X$, then we define the reverse (or mirror image) of the word $x$ to be $\hat{x}=a_{n} \cdots a_{2} a_{1}$. A word $x$ is called palindromic if $x=\hat{x}$ ([7]).
Proposition 4.1: Let $n_{i}$ be the number of palindrome words in $F_{i}=\mathcal{C}\left(a^{m_{i-2}} b^{m_{i-1}}\right)$. Then $n_{1}=1, n_{2}=1$, and for $i \geq 3$,

$$
n_{i}= \begin{cases}0, & \text { if } m_{i} \text { is an even number } \\ \frac{\left(k_{1}+k_{2}\right)!}{k_{1}!k_{2}!}, & \text { if } m_{i} \text { is an odd number }\end{cases}
$$

where $k_{1}=\left\lfloor\frac{m_{i-2}}{2}\right\rfloor$ and $k_{2}=\left\lfloor\frac{m_{i-1}}{2}\right\rfloor$.
Proof: If $w$ is a palindrome word with $\lg (w) \geq 2$, then there exist $u \in X^{+}$and $v \in X \cup\{1\}$ such that $w=\hat{u} v u$. By the definition of reverses, we have $n_{a}(u)=n_{a}(\hat{u})$ and $n_{b}(u)=n_{b}(\hat{u})$. Thus at most one of $n_{a}(w)$ and $n_{b}(w)$ can be odd whenever $w$ is a palindrome word. From definitions: $m_{1}=1, m_{2}=1$ and $m_{i}=m_{i-1}+m_{i-2}$ for $i \geq 3$, it follows that $m_{i}$ is an even number if and only if $m_{i-1}$ and $m_{i-2}$ are odd numbers. Consider $i \geq 3$. Then $m_{i} \geq 2$. If $w \in F_{i}$ and $m_{i}$ is an even number, then $\lg (w)=m_{i}$ and $w \in \mathcal{C}\left(a^{m_{i-2}} b^{m_{i-1}}\right)$ where both $m_{i-1}$ and $m_{i-2}$ are odd numbers. This implies that there exists no palindrome word in $F_{i}$ if $m_{i}$ is an even number. Now we consider the case that $m_{i}$ is an odd number. Let $w=\hat{u} v u \in F_{i}$ for some $u \in X^{+}$and $v \in X$. Then $u \in \mathcal{C}\left(a^{k_{1}} b^{k_{2}}\right)$, where $k_{1}=\left\lfloor\frac{m_{i-2}}{2}\right\rfloor, k_{2}=\left\lfloor\frac{m_{i-1}}{2}\right\rfloor$. This implies that $n_{i}=\frac{\left(k_{1}+k_{2}\right)!}{k_{1}!k_{2}!}$.

Lemma 4.2: ([7]) Let $u, v \in X^{+}$be two distinct words and let $h: X^{*} \rightarrow X^{*}$ be defined by $h(a)=u$ and $h(b)=v$. Then $u$ and $v$ are palindrome words if and only if $h$ is a palindrome preserving homomorphism.

It is known that $\{u, v\} \subseteq X^{+}$is a code if and only if $\sqrt{u} \neq \sqrt{v}$ (see [9]). For two words $u, v \in X^{+},\{u, v\}$ being a code implies that $h$ is an injective homomorphism where $h(a)=u$ and $h(b)=v$.
Proposition 4.3: Let $u, v \in X^{+}$be two palindrome words. Then $\sqrt{u} \neq \sqrt{v}$ if and only if $L$ and $h(L)$ contain the same number of palindrome words for every $L \subseteq X^{+}$.

Proof: Let $u, v \in X^{+}$be two palindrome words with $\sqrt{u} \neq \sqrt{v}$. For $w \in X^{*}$, by Lemma 4.2, $h(w)$ is a palindrome word whenever $w$ is a palindrome word. Now, let $w=a_{1} a_{2} \cdots a_{n}$ be such that $h(w)$ is a palindrome word, where $a_{i} \in X, 1 \leq i \leq n$, i.e., $h(w)=\widehat{h(w)}$. Note that $\widehat{h(w)}=\widehat{h\left(a_{n}\right)} h\left(\widehat{a_{n-1}}\right) \cdots \widehat{h\left(a_{1}\right)}=h\left(a_{n}\right) h\left(a_{n-1}\right) \cdots h\left(a_{1}\right)=h(\hat{w})$. This in conjunction with the fact that $h$ is injective whenever $\sqrt{u} \neq \sqrt{v}$ yields $w=\hat{w}$, i.e., $w$ is a palindrome word. Therefore, $L$ and $h(L)$ contain the same number of palindrome words for every $L \subseteq X^{+}$. Conversely, we assume that for every $L \subseteq X^{+}, L$ and $h(L)$ contain the same number of palindrome words. Let $L_{1}=\{a, b\}$ and $L_{2}=\{a b, b a\}$. Then $a, b$ being palindrome words, by Lemma 4.2 , implies that both $h(a)=u$ and $h(b)=v$ are also palindrome words. Since $a b$ and $b a$ are not palindrome words, $u v \neq \widehat{u v}=\hat{v} \hat{u}=v u$. By the remark of Lemma 3.4, we obtain $\sqrt{u} \neq \sqrt{v}$.

Proposition 4.3 derives that for two palindrome words $u$ and $v$, if $h(a)=u, h(b)=v$ and $\sqrt{u} \neq \sqrt{v}$, then $F_{i}$ and $h\left(F_{i}\right)$ contain the same number of palindrome words for every $i \geq 1$. A word $d \in X^{*}$ is said to be a proper $d$-factor of a word $z \in X^{+}$if $d \neq z$ and $z=d x=y d$ for some words $x, y$. The family of words which have $i$ distinct proper $d$-factors is denoted by $D(i)$. A word $x \in X^{+}$is $d$-primitive if $x=d y_{1}=y_{2} d$, where $d \in X^{+}$and $y_{1}, y_{2} \in X^{*}$, implies that $x=d$ and $y_{1}=y_{2}=1$. The set $D(1)$ is exactly the family of all $d$-primitive words. For the properties of $D(i)$, one is referred to [13]. For $u, v \in X^{+}$, let $d_{u, v}$ denote the maximal word in $X^{*}$ being such that $u=x d_{u, v}$ and $v=d_{u, v} y$ for some $x, y \in X^{*}$.
Lemma 4.4: ([7]) Let $u, v \in X^{+}$be two distinct $d$-primitive words such that $d_{u, v}=d_{v, u}=1$ and let $h(a)=u$ and $h(b)=v$. Then $h$ is $d$-primitive preserving.
Proposition 4.5: Let $u, v \in D(1)$ with $d_{u, v}=d_{v, u}=1$ and let $h(a)=u$ and $h(b)=v$. Then the following two statements hold true:
(1) $w \in D(1)$ if and only if $h(w) \in D(1)$;
(2) $L$ and $h(L)$ contain the same number of $d$-primitive words for any $L \subseteq X^{+}$.

Proof: By Lemma 4.4, $h$ is $d$-primitive preserving. If $w \in D(1)$, then $h(w) \in D(1)$. Now assume that $w \in X^{+} \backslash D(1)$. That is, there exist $d, x, y \in X^{+}$such that $w=x d=d y$. Then $h(x) h(d)=h(x d)=h(w)=h(d y)=h(d) h(y)$. This implies that $h(d)$ is a non-empty $d$-factor of $h(w)$ and $h(w) \notin D(1)$. Thus statement (1) holds true. For any $L \subseteq X^{+}$, as $h$ is injective and by (1), $L$ and $h(L)$ contain the same number of $d$-primitive words.

Proposition 4.5 derives that for $u, v \in D(1)$ with $d_{u, v}=d_{v, u}=1, F_{i}$ and $h\left(F_{i}\right)$ contain the same number of $d$-primitive words where $h(a)=u$ and $h(b)=v$.

## 5. $F_{(u, v)}$ AND CODES

Proposition 2.1 derives that $F_{(a, b)} \supseteq\left\{a^{m_{i}} b^{m_{i+1}} \mid i \geq 2\right\}$ which is a bifix code. Let $F_{a, b}$ be ordered in the lexicographic order as $\left\{w_{1}, w_{2}, \ldots, w_{n}, \ldots\right\}$. In [3], Fan and Shyr show that languages $\left\{w_{2 n} \mid n \geq 1\right\}$ and $\left\{w_{2 n-1} \mid n \geq 1\right\}$ are codes. In [14], we show that for $k \geq 2,\left\{w_{n k} \mid n \geq\right.$ $1\}$ is a code. Here we are going to find some other codes contained in $F_{(u, v)}$.
Example: For a given integer $k \geq 2$, let $L_{n}=\mathcal{C}\left(a^{m_{n-2}} b^{m_{n-1}-m_{n-k}}\right) b^{m_{n-k}}$ for $n>k$. Then $L=\cup_{i \geq 2} L_{i k}$ is a suffix code contained in $F_{(a, b)}$.
Lemma 5.1 ([10]) Let $h: X^{*} \rightarrow X^{*}$ be a homomorphism. Then the following statements are equivalent:
(1) $h$ is code preserving;
(2) $h$ is injective;
(3) $|h(X)|=|X|$ and $h(X)$ is a code.

Corollary 5.2 For $u, v \in X^{+}$, let $h(a)=u$ and $h(b)=v$. Let $L \subseteq F_{(a, b)}$ be a code. Then $\{u, v\}$ being a code implies that $h(L)$ is a code.

According to Corollary 5.2, we then consider codes in $F_{(a, b)}$ instead of codes in $F_{(u, v)}$. We quote the following lemma from [14], which is needed in the sequel.
Lemma 5.3: ([14])
(1) For every $i \geq 1, w_{i} K_{p} w_{i+1}$;
(2) $w_{i} \leq_{p} w_{j}$ implies that $j-i$ is an even number;
(3) for $k \geq 5$ and $1 \leq i \leq k-4, w_{i} \leq_{p} w_{k}$ implies that $w_{i} w_{i+1} w_{i+1} w_{i} w_{i+1} \leq_{p} w_{k}$;
(4) for each $k \geq 2, w_{i} w_{i} \mathbb{Z}_{p} w_{k}$ for every $i<k$.

Proposition 5.4: Let $L_{i}=w_{i-1} X^{m_{i-2}}$ for $i \geq 3$. For $k \geq 3$, let $L \subseteq \cup_{n \geq 1} L_{n k}$ be such that $\left|L \cap L_{i k}\right|=1$ for each $i \geq 1$. Then $L$ is a code.

Proof: Suppose there exists $k \geq 3$ such that there is $L \subseteq \bigcup_{n \geq 1} L_{n k}$ with $\left|L \cap L_{i k}\right|=1$ for each $i \geq 1$ and that $L$ is not a code. Then there exist $u_{1}, u_{2}, \ldots u_{n}, v_{1}, v_{2}, \ldots, v_{m} \in L$ for some finite integers $m, n \geq 1$ such that $u_{1} \neq v_{1}$ and $u_{1} u_{2} \cdots u_{n}=v_{1} v_{2} \cdots v_{m}$. Since $u_{1} \neq v_{1}$, without loss of generality, let $u_{1}<_{p} v_{1}$. There exist $i_{1}<j_{1}$ such that $u_{1} \in L_{k i_{1}}$ and $v_{1} \in L_{k j_{1}}$. This implies that $w_{k i_{1}-1} \leq_{p} w_{k j_{1}-1}$. By the definition of $L$ and $i_{1} \geq 1$, $k j_{1}-1 \geq k i_{1}+k-1 \geq 2 k-1 \geq 5$. Moreover, $k j_{1}-k i_{1} \geq 3$ which follows immediately from the inequalities $k \geq 3$ and $j_{1}>i_{1}$. Then apply (2) of Lemma 5.3 to get $k j_{1}-k i_{1} \geq 4$, i.e., $\left(k i_{1}-1\right) \leq\left(k j_{1}-1\right)-4$. This is the case considered in the following:
$\left(^{*}\right)$ By (3) of Lemma 5.3, $w_{k i_{1}-1} w_{k i_{1}} w_{k i_{1}} w_{k i_{1}-1} w_{k i_{1}} \leq_{p} w_{k j_{1}-1}<_{p} v_{1}$. This in conjunction with $u_{1} \leq_{p} v_{1}, u_{1} \in w_{k i_{1}-1} X^{m_{k i_{1}-2}}$ and $w_{k i_{1}}=w_{k i_{1}-2} w_{k i_{1}-1}$ yields $u_{1}=w_{k i_{1}-1} w_{k i_{1}-2}$. Thus

$$
u_{1} w_{k i_{1}+\underline{1}} w_{k i_{1}+1}=u_{1} w_{k i_{1}-1} w_{k i_{1}} w_{k i_{1}-1} w_{k i_{1}} \leq_{p} v_{1}
$$

Let $u_{2} \in L_{k i_{2}}$ for some $i_{2} \geq 1$. If $i_{2}>i_{1}$, then $\lg \left(u_{2}\right)=m_{k i_{2}-2}+m_{k i_{2}-1} \geq$ $m_{k i_{1}+1}+m_{k i_{1}+2} \geq \lg \left(w_{k i_{1}+1} w_{k i_{1}+1}\right)$. This together with $u_{1} u_{2} \cdots u_{n}=v_{1} v_{2} \cdots v_{m}$ and $u_{1} w_{k i_{1}+1} w_{k i_{1}+1} \leq_{p} v_{1}$ yields $w_{k i_{1}+1} \leq_{p} w_{k i_{2}-1} \leq_{p} \quad u_{2}$. By (1) of Lemma 5.3, $k i_{2}-1>k i_{1}+2$. This implies that $w_{k i_{1}+1} w_{k i_{1}+1} \leq_{p} w_{k i_{2}-1}$, in contradiction with (4) of Lemma 5.3. Thus $i_{2} \leq i_{1}$. We consider the following two subcases:
(*1) $i_{2}=i_{1}$. Then $u_{2}=u_{1}=w_{k i_{1}-1} w_{k i_{1}-2}$ and $u_{1} u_{2} w_{k i_{1}-1} w_{k i_{1}-1} w_{k i_{1}} \leq p \quad v_{1}$. Let $u_{3} \in L_{k i_{3}}$ for some $i_{3} \geq 1$. Then again by (4) of Lemma 5.3, $m_{k i_{1}+1}>2 m_{k i_{1}-1}=$ $\lg \left(w_{k i_{1}-1} w_{k i_{1}-1}\right)>\lg \left(w_{k i_{3}-1}\right)=m_{k i_{3}-1}$. Thus $i_{1} \geq i_{3}$ and $m_{k i_{3}} \leq 2 m_{k i_{1}-1}$. It follows that $u_{3} \leq_{p} w_{k i_{1}-1} w_{k i_{1}-1} w_{k i_{1}}$. If $i_{3}=i_{1}, u_{3} \in w_{k i_{1}-1} X^{m_{k i_{1}-2}}$ implies that $u_{3}=w_{k i_{1}-1} w_{k i_{1}-3} w_{k i_{1}-4} \neq u_{1}$. This contradicts the fact that $\left|L \cap L_{k i_{1}}\right|=1$. Thus one has the following case:
( $\left.{ }^{\prime} 1^{\prime}\right) i_{3}<i_{1}$. Then we have $k i_{1}-1 \geq k i_{3}+k-1 \geq 5$. Since $k i_{1}-k i_{3} \geq 3$, by (2) of Lemma $5.3, k i_{1}-k i_{3} \geq 4$. Note that $u_{1} u_{2} \cdots u_{n}=v_{1} v_{2} \cdots v_{m}, u_{1} u_{2} w_{k i_{1}-1} w_{k i_{1}-1} w_{k i_{1}} \leq_{p} v$ and $u_{3} \in w_{k i_{3}-1} X^{m_{k i_{3}-2}}$. Hence $w_{k i_{3}-1} \leq p w_{k i_{1}-1} \leq_{p} v_{1}$. By (3) of Lemma 5.3, we obtain $w_{k i_{3}-1} w_{k i_{3}} w_{k i_{3}} w_{k i_{3}-1} w_{k i_{3}} \leq_{p} w_{k i_{1}-1} \leq_{p} v_{1}$. This is the same case as the case $\left(^{*}\right)$.
( $\left.{ }^{*} 2\right) i_{2}<i_{1}$. This case is analogous to the case ( $\left.{ }^{*} 1^{\prime}\right)$ which is the same as the case $\left(^{*}\right)$. This implies that $u_{1} u_{2} \cdots u_{n}<_{p} v_{1}$, i.e. $u_{1} u_{2} \cdots u_{n} \neq v_{1} v_{2} \cdots v_{m}$, a contradiction, which completes the proof.
Clearly, $L \subseteq F_{(a, b)} \cap \bigcup_{n \geq 1} L_{n k}$ with $\left|L \cap L_{n k}\right|=1$ is also a code for any $k \geq 3$. Remark that the code $L$ given in Proposition 5.4 can be neither a prefix code nor a suffix code. Furthermore, we conjecture that if we choose a word from each $F_{2 n}, n \geq 2$, to form a set $L$, the $L$ is a code. This is left for our further research.
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