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In [1 , pp. 48-50], several false assertions are made concerning linear 
recurrence relations (mod m). I will give counterexamples to these and will 
establish one result on a stronger hypothesis* Theorems 3.6 and 3.7 of [ l ] 
are false as stated, and it is an open question what additional hypotheses are 
required for their validity. 

Let 

3 

<1} V l = 5 > i Un-i + b ' 
i=0 

For a given modulus m, let x be the least non-negative residue of u 
(mod m). In [1] , it is assumed that a. ^ 0, b ^ 0, and 

(a0, a4, • • • , a^, m) = (x0, xi$ • • • , Xj, b , m) = 1 , 

although these hypotheses do not appear to be essential. Of course, all quan-
tities are integers. Let H(m) be the period of x (mod m). The following 

n 
false assertions are made in [1; (3.12), 3.6, 3.7 are his numbers]: 

x is a purely periodic sequence, i. e. , 

(3.12) 3H: Vn,k ^ 0 x n + k H = XR (mod m) . 

Theorem 3.6 H(pe + 1) = H(pe) or p»H(pe). 
In the supposed proof, c , is defined by 

e u.,. TT = x. + c . p 1+kH l ik^ 

e e 
for m = p , H = H(p ). Then c , ~ 0 . It is asserted that 
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(2) p I c i l ^ cik - k C i l ( m o d p* ' 

and the proof is completely dependent on this: 
Theorem 3.7. If 

H(p) = H(p2) = . . . = H(pe) ^ H ( p e + 1 ) , 

then H(pe+f) = pfH(pe). 
Example 1. u - = u + 2 u _-, u0 = Uj = 1. All hypotheses are sat-

isfied for m = 2 . The sequence u is given below, together with the x 
sequences (mod 2, 4 , 8, and 16). 

n 

un 
x (mod 2) 

x (mod 4) 

x (mod 8) 

x (mod 16) 

We have 

0 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

3 

1 

3 

3 

3 

3 

5 

1 

1 

5 

5 

4 

11 

1 

3 

3 

11 

5 

21 

1 

1 

5 

5 

6 

43 

1 

3 

3 

11 

7 

85 

1 

1 

5 

5 

8 

171 

1 

3 

3 

11 

9 

341 

1 

1 

5 

5 

10 

683 

1 

3 

3 

11 

un+l = ( 2 n + 1 + ( - 1 ) Q ) / 3 

For e = 1, x is purely periodic with period H(2) = 1. For e > 1, we 
have 

e 
u0 = Uj < u2 < • • • < u < 2 

and 

and 
u e - l = V l + 2 k <mod2e) . 

u e = u e + 2 k ( m 0 d 2 6 ) 

e Clearly H(p ) = 2 for e > 1, but x is not purely periodic. Further, 
n 

for (mod 4), we have c12 = 5, c^ = 19 2 / c41 but c12 ^ 2 • c^ (mod 2). 
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(Of course, x (mod 4) is not purely periodic as assumed in the proof of 
Theorem 3.6, but we can drop the first term by shifting indices.) Equation (2) 
does not even hold for pic.- since for x (mod 2), we have c02 = 1» Cot = 0 
but c02 i 2 . c0i (mod 2). Finally, we have H(2) f H(4), but H(8) ^ 4 . H(2). 
So we have shown that equations (3.12) and (2) and Theorem 3.7 are false as 
stated. 

The proper assertion for (3.12) is that x is (eventually) periodic, i.e*, 

(3) 3n0, 3H : Yn >: n0, Vk > 0 x n + k H = x n (mod m) 

However, we can obtain pure periodicity under a different assumption. 

Theorem, x is purely periodic (mod m) if (a.,m) = 1. 

Proof. Let n0 be the least integer 5:0 such that (3) holds. From (1) 
we have 

J-l 
i.x . = x ,- - 7 a. x . b (mod m) j n - j n+1 £-* i n - i v 

i=0 

-1 -1 
Since (a.,m) = 1, there is an a. such that a.a. = 1 (mod m), so we have 

M4) -1 
x . = a. n-J J 

J-l 

n+1 Z a . x . - b l n - i 
i=0 

(mod m) 

That i s , we can reverse the recurrence relation to get terms of smaller index 
from terms of larger index. If n0 > 0, set n = n0 + j - 1 and n = n0 + kH + 
j - l in (4) to get 

(5) x - = a. 
n0- l J 'n0+j " | ^ a i xn0+j-l-i # 

i=0 
(mod m) 



1970] ON LINEAR RECURRENCE RELATIONS 267 

(6) x - „ „ = a?1 
n 0 - l+kH ~ j 

0-1 
Xn0+j+kH " I Z-f a i X n 0 + j - l - i+kH (mod m) 

Now (3) shows that the r ight-hand s ides of (5) and (6) a r e congruent (mod m ) , 
S 0 x n - 1 " x n -1+kH ^ m o d m ^ H e n c e no i s n o t t n e l e a s t in teger such that 
(3) ho lds , hence n0 = 0, that i s x i s pure ly per iodic (mod m) . 

In view of th is resul t* one might a s k if T h e o r e m s 3.6 and 3.7 and Eq. (2) 

might be val id if ( a . ,m) = 1. 

Example 2. 

V - l = u n - 2 8 "o = *! = 1, u2 = 3 . 

e Again, al l hypotheses a r e sat isf ied for m = 2 and a. = 1, so (a . ,m) = 1. 

The resu l t ing sequence i s x = 1 (mod 2) and x = u (mod 2 ) e > 1. u 

i s given by: 

n 0 1 2 3 4 5 6 7 8 
u 1 1 3 1 1 3 1 1 3 

n 

C lea r ly H(2) = 1, H(2 e ) = 3 for e > 1, but H(22) / 2 • H(2) so that 

T h e o r e m s 3.6 and 3.7 both fail. F o r p e = 2 , C02 = 1 £ 2 • c o i = 0 (mod 2) 

and c13 = 0 ^ 3 • c j j = 3 (mod 2), so (3.12) fai ls h e r e a l so . 

F u r t h e r , i t i s c l e a r that th is example can be modified to work for any 

modulus p . 

F ina l ly , we r e m a r k that we can cons t ruc t a l e s s ar t i f ic ia l example with 

s i m i l a r p r o p e r t i e s f rom 

u ,- = u + u - + 1, Un = Ui = 1 . n+1 n • n - 1 u -1 

n 

u n 
x (mod 2) 

x (mod 4) 

x (mod 8) 

0 

1 

1 

1 
1 

1 

1 

1 

1 

1 

2 
3 

1 

3 

3 

3 

5 

1 

1 

5 

4 

9 

1 

1 

1 

5 

15 

1 

3 

7 

6 

25 

1 

1 

1 

7 
41 

1 

1 

1 

8 

67 
1 

3 

3 

9 

109 

1 

1 

5 

10 
117 

1 

1 

1 

[Continued on page 279. ] 


