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Given a sequence of numbers $\left\{\lambda_{0}, \lambda_{1}, \cdots\right\}$ one can define a linear operator on $\Pi$, the set of all polynomials, by means of the symbolic relation

$$
\begin{equation*}
\Lambda x^{n}=(x+\lambda)^{n} \quad n=0,1,2, \cdots, \tag{1}
\end{equation*}
$$

where it is understood that after expanding $(x+\lambda)^{n}$, we replace $\lambda^{k}$ by $\lambda_{k}$. This operator can also be represented on $\Pi$ by a differential operator of infinite order. Indeed, one can show that if

$$
\begin{equation*}
\Lambda=\sum_{n=0}^{\infty} \frac{\lambda_{n}}{n!} D^{n} \quad D=d / d x \tag{2}
\end{equation*}
$$

then

$$
\Lambda f(x)=f(x+\lambda) \quad f \in \Pi
$$

A third representation of this operator can be obtained using a wellknown theorem of Boas [2]. Given any sequence of numbers $\lambda_{0}, \lambda_{1}, \lambda_{2}, \ldots$ we can find a function of $\alpha(t)$ of bounded variation on $(0, \infty)$ such that

$$
\lambda_{\mathrm{n}}=\int_{0}^{\infty} \mathrm{t}^{\mathrm{n}} \mathrm{~d} \alpha(\mathrm{t})
$$

so that

$$
\begin{equation*}
\Lambda f(x)=\int_{0}^{\infty} f(x+t) d \alpha(t) \quad f \in \Pi \tag{3}
\end{equation*}
$$

We shall refer to the sequence $\lambda_{0}, \lambda_{1}, \lambda_{2}, \cdots$ as the sequence of moments corresponding to the operator $\Lambda_{\text {. }}$

Naturally, all the representations (1), (2), and (3) are valid (and define the same operator) on П. However, we can extend the definition formally to functions with power series expansion.

In this note, we are interested in a class of "mean operators" defined by

$$
\begin{equation*}
\operatorname{Mf}(\mathrm{x})=\mu \mathrm{f}\left(\mathrm{x}+\mathrm{c}_{1}\right)+(1-\mu) \mathrm{f}\left(\mathrm{x}+\mathrm{c}_{2}\right) \tag{4}
\end{equation*}
$$

where $\mu, c_{1}, c_{2}$ are given numbers. Obviously, $M$ takes polynomials into polynomials of the same degree.

To determine the corresponding moments, we note that

$$
M x^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{n-k}\left[\mu c_{1}^{k}+(1-\mu) c_{2}^{k}\right]=\sum_{k=0}^{n}\binom{n}{k} x^{n-k_{m}} m_{k}
$$

so that

$$
\mathrm{m}_{\mathrm{n}}=\mu \mathrm{c}_{1}^{\mathrm{n}}+(1-\mu) \mathrm{c}_{2}^{\mathrm{n}} \quad \mathrm{n}=0,1,2, \cdots
$$

It is easy to verify that

$$
\begin{gather*}
m_{n+1}=\left(c_{1}+c_{2}\right) m_{n}-c_{1} c_{2} m_{n-1} \quad n=1,2, \cdots  \tag{5}\\
m_{0}=1, \quad m_{1}=\mu c_{1}+(1-\mu) c_{2}
\end{gather*}
$$

To find the inverse operator $M^{-1}$, put

$$
\begin{equation*}
M^{-1}=\sum_{k=0}^{\infty} \frac{m_{k}^{*}}{k!} D^{k} \tag{6}
\end{equation*}
$$

Then $M^{-1} M x^{n}=x^{n}$ for all $n$ imply that

$$
\left.\sum_{k=0}^{j}\binom{j}{k} m_{k} m_{j-k}^{*}=0 \quad \text { (if } j>0\right) \quad \text { and } \quad 1 \quad(\text { if } j=0)
$$

Thus, if we multiply (7) by $\mathrm{t}^{\mathrm{n}} / \mathrm{n}$ ! and sum over all integers $\mathrm{n} \geq 0$, we get

$$
\left[\sum_{\mathrm{k}=0}^{\infty} \frac{\mathrm{m}_{\mathrm{k}}}{\mathrm{k!}} \mathrm{t}^{\mathrm{k}}\right]\left[\sum_{\mathrm{k}=0}^{\infty} \frac{\mathrm{m}_{\mathrm{k}}^{*}}{\mathrm{k!}} \mathrm{t}^{\mathrm{k}}\right]=1
$$

so that

$$
\sum_{k=0}^{\infty} \frac{m_{k}^{*}}{k!} t^{k}=\frac{1}{\mu e^{c_{1} t}+(1-\mu) e^{c_{2} t}}
$$

If we recall the Eulerian polynomials [1] defined by means of

$$
\frac{1-\lambda}{e^{t}-\lambda} e^{x t}=\sum_{n=0}^{\infty} H_{n}(x \mid \lambda) t^{n} / n!
$$

then we see that

$$
m_{n}^{*}=\left(c_{2}-c_{1}\right)^{n_{H}} H_{n}\left(\left.\frac{c_{1}}{c_{1}-c_{2}} \right\rvert\, \frac{\mu}{\mu-1}\right)
$$

Thus the operator inverse to the operator (1) is given by

$$
\begin{equation*}
M^{-1}=\sum_{n=0}^{\infty} \frac{\left(c_{2}-c_{1}\right)^{n}}{n!} H_{n}\left(\left.\frac{c_{1}}{c_{1}-c_{2}} \right\rvert\, \frac{\mu}{\mu-1}\right) D^{n} . \tag{8}
\end{equation*}
$$

In particular, if we take $\mu=1 / 2, c_{1}=(1+\sqrt{5}) / 2, c_{2}=(1-\sqrt{5}) / 2$ in the above, we see that $m_{n}=F_{n+1}$. Thus the Fibonacci numbers $F_{n+1}$,
$\mathrm{n}=0,1,2, \cdots$ are the moments corresponding to the mean operator
(9)

$$
\delta \mathrm{f}(\mathrm{x})=\frac{1}{2} \quad \mathrm{f}\left\{\left(\mathrm{x}+\frac{1}{2}+\frac{\sqrt{5}}{2}\right)+\mathrm{f}\left(\mathrm{x}+\frac{1}{2}-\frac{\sqrt{5}}{2}\right)\right\}
$$

$$
=\sum_{n=0}^{\infty} \frac{F_{n+1}}{n!} D^{n} f(x)
$$

If we note that $H_{n}(x \mid-1)=E_{n}(x)$, the Euler polynomials generated by

$$
\frac{2 e^{x t}}{e^{t}+1}
$$

we find that the operator inverse to $\delta$ is

$$
\delta^{-1} f(x)=\sum_{n=0}^{\infty}(-1)^{n} \frac{5^{n / 2}}{n!} E_{n}\left(\frac{1+\sqrt{5}}{2 \sqrt{5}}\right) D^{n} f(x)
$$

The moments corresponding to $\delta^{-1}$ are the numbers

$$
(-1)^{\mathrm{n}} 5^{\mathrm{n} / 2} \mathrm{E}_{\mathrm{n}}\left(\frac{1+\sqrt{5}}{2 \sqrt{5}}\right) \quad \mathrm{n}=0,1,2, \cdots
$$

Another special case is when $\mu=1 / 2, c_{1}=0, c_{2}=1$. We get that $\lambda_{0}=1, \quad \lambda_{\mathrm{k}}=1 / 2(\mathrm{k}>0)$ are the moments of the operator

$$
\begin{equation*}
\delta \mathrm{f}(\mathrm{x})=\frac{1}{2}\{\mathrm{f}(\mathrm{x})+\mathrm{f}(\mathrm{x}+1)\} \tag{10}
\end{equation*}
$$

The moments of $\delta^{-1}$ have, therefore, the generating relation

$$
\frac{2}{1+e^{t}}=\sum_{n=0}^{\infty} \lambda_{n}^{*} t^{n} / n!
$$

and thus

$$
\lambda_{\theta}^{*}=1, \quad \lambda_{\mathrm{n}}^{*}=\left(1-2^{\mathrm{n}}\right) \frac{\mathrm{B}_{\mathrm{n}}}{\mathrm{n}} \quad(\mathrm{n} \geq 1),
$$

where $B_{n}$ are the Bernoulli numbers.
Similarly, if we consider another mean operator, namely,
(11)

$$
\operatorname{Lf}(\mathrm{x})=\frac{1}{\mathrm{n}} \sum_{\mathrm{k}=0}^{\mathrm{n}-1} \mathrm{f}(\mathrm{x}+\mathrm{kh}),
$$

we see that the moments corresponding to L are the numbers

$$
\ell_{0}=1, \quad \ell_{\mathrm{m}}=\frac{\mathrm{h}^{\mathrm{m}}}{\mathrm{n}} \sum_{\mathrm{k}=0}^{\mathrm{n}-1} \mathrm{k}^{\mathrm{m}}=\frac{\mathrm{h}^{\mathrm{m}}}{\mathrm{n}}\left\{\frac{\mathrm{~B}_{\mathrm{m}+1}(\mathrm{n})-\mathrm{B}_{\mathrm{m}+1}}{\mathrm{~m}+1}\right\},
$$

where $B_{m}{ }^{(x)}$ are the Bernoulli polynomials and $B_{m}=B_{m}{ }^{(0)}$.
The moments corresponding to the inverse operator $L^{-1}$ are

$$
\ell_{\mathrm{m}}^{*}=\mathrm{h}^{\mathrm{m}} \sum_{\mathrm{k}=0}^{\mathrm{m}}\binom{\mathrm{~m}}{\mathrm{k}} \frac{\mathrm{~B}_{\mathrm{k}}}{\mathrm{~m}-\mathrm{k}+1} \mathrm{n}^{\mathrm{k}} \quad(\mathrm{~m}=0,1,2, \cdots) .
$$
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